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Leonard Jayamohan

General Manager
Esri Asia Pacific, Singapore

“Adding Location to Big Data Analytics”

Leonard Jayamohan plays the role of General Manager for Esri in
Asia Pacific. He is responsible for business development as well as
relationship with key distributors and customers across the region.
With more than 20 years of experience in Enterprise Business software,
Leonard is quickly leveraging his knowledge of the enterprise business
intelligence and applications and helping customers understand and
adopt location analytics.

Professor
University of Minnesota, USA

“Spatial Hadoop: A MapReduce Framework for Spatial Data”

Mohamed F. Mokbel is an associate professor at University of
Minnesota. His current research interests focus on providing database
and platform support for spatio-temporal data, location based services
2.0, personalization, and recommender systems. Mohamed has held
various visiting positions at Microsoft Research, USA, Hong Kong
Polytechnic University, and as a founding Research Director of GIS
Technology Innovation Center, Umm Al-Qura University, Saudi Arabia.
Mohamed is an ACM and IEEE member and a founding member of ACM
SIGSPATIAL.

Budhendra Bhaduri

Corporate Research Fellow
Oak Ridge National aboratory, USA

“Big Data for Future Energy and Urban Infrastructures:
Challenges and Opportunities”

Dr. Budhendra Bhaduri is a Corporate Research Fellow and leads the
Geographic Information Science & Technology group at Oak Ridge
National Laboratory. He also serves as the director of the Oak Ridge
Urban Dynamics Institute. His research interests and experience
include novel implementation of geospatial science and technology
in sustainable development research, including human dimensions of
critical infrastructure, urbanization and energy resource assessment.
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Research Fellow
University of Tokyo, Japan

“Applications of Micro Geo Data for Urban Monitoring”

Dr. Yuki Akiyama is a Research Fellow of the Earth Observation Data
Integration and Fusion Research Institute of the University of Tokyo and
a visiting researcher of the Center for Spatial Information Science of the
University of Tokyo. He is chairman of Micro Geo Data Forum for the
purpose of utilization and dissemination of “Micro Geo Data (MGD)”
which s various kinds of big data with location information. His research
interest focuses on monitoring, analysis and visualization of time—series
urban changes using MGD.
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Adding Location to Big Data Analysis:
Leveraging Big Data’'s spatial information to derive insights and
create repeatable information products

1. Background

Big Data has been the main topic of discussion in the analytics space. The huge
amounts of data generated every day is creating the need to understand, assimilate and draw
insights. This need is pushing the drive for analytics solutions. The power demonstrated by
tools like Hadoop and SAP Hana which processes huge amounts of data in a very short time
has spawned numerous projects and pilots to help organization derive actionable information

to help in decision making,.

So, what is Big Data? The definition of Big Data is that they are “sets of data that
are too large and complex to manipulate or interrogate with standard methods or tools™D.
Let’s try to understand what Big Data is from the perspective of governments or the public

sector.

Weather

Growth Trends -
Real Time Traffic . y.qia y

Demographics

Consumer S
Landscape Info

A Lt

SRy Occupation - A
Sentiment - Labor Force -
_\_.,Mériggt Potential A
Competition* Income il

Figure 1 Types of Big Data

Some of the well-cited types of Big Data are weather, real-time traffic, demographics,
consumer spending, income levels, crime, competition, labour force and sentiments. Take
real-time traffic for example, a well sized city with about 2~3 million road vehicles would be
generating more than 2~3 million strings of data in a second. Now that does not include the
other traffic related data like number of commuters, accidents, construction blockages, etc.

More on that later.

1) http://business.wales.gov.uk/news-events/news/big-data-solution-launched
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In order to understand Big Data better, a lot of efforts has gone into categorizing

them. These are known as the Three V's of Big Data: Volume, Velocity and Variety. I

particularly like the categorization of the fourth V, Veracity and this is well illustrated in the

following diagram, courtesy of IBM, see Figure 2 Four V's of Big Data.
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Figure 2 Four V's of Big Data

The Four V’s of Big Data are Volume, Velocity, Variety and Veracity. The definitions

for these are:

1

2)

3)

4)

Volume — Scale of Data. The sheer amount of data created and will be created due to the
large number of connected devices increases. With more than 6 billion people with cell
phones and a majority with smart phones, the amount of data generated by each user
contributes to the sheer scale of data.

Velocity — Analysis of Streaming Data. A large amount of data is generated by devices or
equipment in motion. Taking the cell phone user example, the location position and the
direction of movement of the cell phones themselves at any point in time when analysed
may vyield insights into optimization of cellular services.

Variety — Different forms of Data. The sheer volume of data together with the value that
can be derived by analysing that data in context with different data forms has allowed a
lot of organization see trends or contextual value of the original data. In market analysis,
demographic data that provides purchasing power, education level apart from age of
consumers would give the any cellular service provider an idea of the types of services that
a certain district or area might need.

Veracity — Uncertainty of Data. This is the hardest categorization of the Big Data. It refers

to the biases, noise and abnormality in data?. A good example is weather and its impact

2) http://inside-bigdata.com/2013/09/12/beyond-volume-variety-velocity-issue-big-data-veracity/
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of cellular services. How do we analyse that?

Standard methods and tools require some form of structured data and have limitations
on the amount of data that can be crunched. These are the traditional business analytics
tools. That is where high performance computing platforms and the proliferation of Hadoop
helps. There is another tool that is beginning to be used by a number of government agencies
to analyse Big Data and this is GIS tools3). GIS software that has rich tool set to do spatial
analysis provides the ability to layer the data (variety), map the frequency or density
(volume), trace the movement (velocity) and identify the pattern over a period of time

(veracity), gives new insights and supports better decision making.

In the Big Data and Cities event in Singapore#), all the speakers were from the
government agencies and in most of the presentations, we see the prevalence of GIS being
used to understand the city better and then shape or provide services to better serve the city.
From decisions on how to better build a road to service a new mixed development complex,
stemming the spread of dengue by tracking the disease transmission, analysing the day time
versus night time population in city centres, the speakers presented examples and results of

analysis using GIS tools.

But before we look at GIS tools, let’s take a step back to look at a subset of Big

Data that has location components.

2. Location Based Big Data

In all of our activities, including sensor and machine activities, a large number of it is
dependent on our location. Some would hazard a guess that in more than 80% of all
activities we do, location or geography matters. These activities generate a large number of
data and capturing these data with the location where the activity occurred can provide

amazing insights.

When a city plans to serve the people, they need to figure out where and what kinds
of services are required, how people can move and the transportation modes that can be
provided. As urban areas become increasingly dense, cities and urban planners look at how to
optimally place homes, businesses and workplaces and finally, where the urban dwellers can

conduct recreational or shopping activities. These all are location based.

3) GIS refers to Geographic Information Systems.
4) http://www.futuregov.asia/events/cities-big-data-summit-2014/
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Figure 3 People activities are Location Based

If we look beyond that, our sensor network is spread across a geographic area and
its effectiveness is location dependent. A security camera is as good as the optical coverage it
can provide, water height sensor is only cost effective if deployed over areas that may be

prone to over—flooding.

3. GIS is in Transformation

GIS used to be the domain of the geographic analysts, and has been the tools that a
large number of specialised analyst and their manager use for a long time. For them, putting
data on a map and then using spatial analytics to derive patterns and insights have been their

work for more than 30 years.

Today, GIS is in transformation. The work of these GIS Professionals now can bring
value to many users as their analyses can be shared with executives using the browser. This is
the emergence of Web GIS. Web GIS leverages the Big Data, other web services and the
cloud by integrating volumes of data with Imagery, Lidar, sensor feeds and other forms of
data to allow organizations to create content that is easy to disseminate to the masses. The

end result is a thematic map that can immediately provide insight into the data.

In essence the GIS transformation allows us to integrate Geographic Science, the
science of visual, into what we do, giving us different insights. I recently met with a police

team who managed to lower crime by more than 20% over a period of 12 months. First,

6
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they analyse the crime hotspots over a period of time spatially to create a pattern. Next,
using that analysis, they deployed their patrol units according to these hotspots. A similar

effort is shown in Figure 4 Crime Hotspots analysis for the San Francisco area.

Figure 4 Crime Hotspots analysis for the San Francisco area

4. Spatially analysing Big Data

Using GIS tools to analyse Big Data is not new. As the data sets become available
and have location components to them, these can be analysed using GIS tools or with Big

Data tools. Some of the examples show amazing results.
4.1 Big Data: Volume

Leveraging voluminous Big Data, some of the analysis has been to show sustainable
land use, urban design and development. Apart from these, there were analyses that used
social media (in this case Flickr). The volumes of data over a period of two years were
mapped and thematically coded based on the country of origin of the visitors. What appeared
was interesting enough to help the city decide where to provide Korean, Japanese and

German translation assistance services for tourists.

Another example is leveraging topographic (read geographic features) of the landscape
to plan for the cellular network. After setting up the network, the analysis continues using the

signal spread of the radio base stations to help identify potential gaps in coverage.
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Figure 5 GIS analysis of Big Data — Volume

4.2 Big Data: Velocity

One characteristics of Big Data is Velocity. This is a data set that is in a constant
stream. Examples of analysis work done are real-time traffic, commuter movement or usage

of public transportation and effectiveness of public transit.

Eleciric Vehioke
Sharging

Real-Time Traffic

. Velocity
Lﬂ(';a'ilbﬂ

U=age

Elg Da‘a . : '.I s Paublie Tran e N

Figure 6 GIS Analysis of Big Data — Velocity
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A very interesting development is the use of telematics data from vehicle GPS systems
to analyse vehicle usage patterns to not only assist the road users get from one location to

the next, but to advise the vehicle user on the next best time for servicing.
4.3 Big Data: Variety

GIS systems  ability to layer the data spatially and then analyse these layers to find
patterns or trends, provides an interesting method to analyse data sets in relations to other
data sets using location as a common reference point. An example from Singapore is the
utilization of many layers from different agencies and real estate developers to plan and

manage the use of limited land in Singapore.
Other examples are from the private sector where they used the profile of the land
(buildings, road networks, malls, etc.) together with demographic information and their own

network of dealers to identify gaps in dealer coverage, target addressable market and franchise

planning.

based

i Q\m riety

Figure 7 GIS Analysis of Big Data—Variety
4.4 Big Data: Veracity

Due to the uncertainty of data like weather, a lot of the monitoring and tracking of
inclement weather has been using GIS systems. A good example is the flood risk analysis
which is dependent on many forms of data which is very hard to verify and validate.
However, by taking all the data and looking at trends, an educated prediction based on the
risk profile of the plains and its history of flooding can help organizations and individuals

protect their assets.
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Figure 8 GIS Analysis of Big Data — Veracity

5. Case Study: Seoul Metropolitan Government
5.1 Floating Population Pattern analysis for Mid—Night Bus

SMG has run two night bus lines, which drive from midnight to 5 am, by the way
of testing its effectiveness to enhance convenience for citizen. By the positive feedback of it,
SMG decided to expand the number of bus lines up to 9 and, therefore, needed to confirm
their routes. The team conducted the verification analysis using BIG DATA. It contains the
anticipation of potential demand for midnight buses and modification of planned bus lines
when necessary optional. 3 billion of mobile phone records for floating population pattern
analysis and 5 million of taxi usage data for potential demand expectation were dealt with to

confirm the best bus lines.

Project Purposes

» Collaborative work with commercial telecommunication company (KT) to support
continuous increasing of demand for mid—night bus.

= Successful result of big data application in floating population analysis and examination of
its capability on government issues.

» Suggest alternative routes based upon floating population data and SMG taxi usage data,

which contain Original-Destination (OD) information.
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Figure 9 Web Application Example :
Daytime Floating Population Distribution Status

Performance Details

* Building up floating population analysis model

» Verification of existing bus lines by applying assessment algorithm

» Visualization of population data per line/day to assess transit intervals

» Inquiry of OD direction information per zone and its mapping

= Creation of a report tool for statistical table such as the ranking list of demand per

administrative DONG unit
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Figure 10 Web Application Example :
Weighted Comparison and Evaluation by Bus Route
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6. What’s Next: GIS and Big Data

GIS is moving from 2D to 3D. In 3D, the representation of the actual locations is
able to provide more insights into highly dense cities like Seoul, Tokyo, Beijing, Shanghai, etc.
An interesting development is the use of 3D to better understand how to plan for a smarter

and sustainable cities.

In Asia, the Urban Redevelopment Authority, is using 3D for urban planning,
integrating many data sets, i.e. land profile, surrounding building mix, urban densities,
demographic profile and supporting infrastructure like roads, power and water to plan new

buildings and redevelopment of existing buildings.

Figure 11 Planning, Modelling and Analysing Cities in 3D

12
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Spatial Big Data -
A New Resource for the Government 3.0 Era

1. Spatial Big Data For Government 3.0
: Dae—Jong Kim(Research Fellow, KRIHS)

2. Linked Open Data
- A Strategy for Sharing Spatial Big Data
: Tony Lee(CEO, Saltlux)






ABSTRACT

The term of government 3.0 for Korea government was coined from the internet technology
evolution and national agenda. Gov 3.0 is intrinsically based on world wide web 3.0
represented as semantic technology allowing customized and personalized information service.
Strategies to achieve government 3.0 are openness and sharing data by government,

communication between people and government, and collaboration among government parties.

Big Data is emerged as an avenue for achieving government 3.0 because it gives chance to
understand the real world better and to make better decision based on insight. Especially,
spatial Big Data allows detailed and rich insight since behavior and planning of people in big
data can be illustrated on map and interpreted in the spatial context. Spatial Big Data is also
very effective in communication. It has been told that about 80% of big data is geographically

referenced.

Two case studies were illustrated in the presentation. One is to predict land use change by
detecting spatiotemporal patterns of land transaction data. It turned out that detected patterns
on agricultural land and forest were converted into urban land use several years later. The
other is to diagnose current issues in real estate market and evaluate the effect of policies.
Opinion and sensitivity analyses using SNS data were effective to understand what people are
saying about policies. Spatiotemporal pattern analysis of contract data for rental housing and
housing transaction data revealed that tax reduction/exemption policy induced rental housing

demand to purchase but didn't stop sky—rocketing rental housing price.

Some premises are identified for successful Big Data based government 3.0. First, strong
institutional basis for making big data being produced in the public business process PUBLIC
and for dealing with privacy and anonymization. Second, easy access and application to
Spatial Big Data is essential. Platform service including Spatial Big Data, methods and tools is
urgent. Lastly, technology development such as in—-memory DBMS and HW accelerated
hadoop platform are required to process spatial Big Data for police making just in time and

in place.

15
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Winai s GoVarinent 3.0

Government Evolution

QOperation
Core Value
Participation

Administrative
Service Delivery

Method(Channel)

4 - Gov 3.0

1 Gov 2.0

Gov 1.0

Individual-oriented

Citizen-oriented Greater Democracy

Government-oriented

Efficiency

Governmentinitiated

One-way

Personal Visit

ot

Democrac
y Active disclosure, participation

Limited disclosure and

participation Proactive, Customized
Two-way Mobile internet
smart phone
Internet

Kim, Sung-lyul(2013) at www.gov30.go.kr
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Internet Evolution

Web 1.0~ “ Web Sites
The Web

hsing Knowledge Connectivity & Reasoning

Con (nuwledge FiM3
,(.1 0 - 2000)
Ve “push®
Publish & Subscribe

N - Jf File Servers P2P File

J
A

Increasing Social Connectivity

gilly

[ Tim O'R

Background of Government 3.0

Rapid +GDP per capita: $104(1962) 3 $24,000(2013)
*Export: $60m(1962) > $560(2013)
+PC and broadband internet: 82%(2012), Mobile phone: 3(2013) Low level of happiness

- Better life index: 24t
- Suicide rate: 15t

economic
growth

- Working hours: 1%t
»Samsung and LG etc. - Birth rate: 34" (OECD)

ICTas a +*Online shopping: $2.5 billion per year(8.3% growth rate)
growth engine +Mobile transaction: $3 million(2009) = $0.6 billion(2013)

‘Low/jobless growth

Separate online services
- Silo systems
«Minwon24: 125 million documents issuance, 50% of all the docume Limited collaboration
(SCT VI gg T o . i metac 91 million visits per year, 863 billion KRW cost savings ank.s Ministries and departments

service #1#t rank in 2010, 2012, 2014 on E-Government Development Index by UN

Government 3.0
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Vision and Strategies of Government 3.0

The Happiness of All the People

Objectives

oriented
Government;

Kim, Sung-lyul(2013) at www.gov30.go.kr 8
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What is Big Data?

“a collection of data sets so large and complex that it becomes difficult
to process using on-hand database managementtools or traditional
data processing application.” - Wikipedia, 2014 -

Volume
TB = ZB

Velocity Variety

Batch 9 Structured =
streaming Stryctured &
unstructured

P2P/P2M/M2M Vig Data?

Why is Big Data?

LURIS

EX|0) 5 AH| A . .
PR b AL Thoughts & opinion

/;, Ly AU Behavior & experience
Planning etc.

Collective intelligence

[ |

hipass

“shorthand for advancing trends in technology that open the door to
a new approach to understanding the world and making decisions.”
-New York Times-

11
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Collaboration System for Big Data

User

Program
(l)for!tl.‘ “)f&k k'(]_)fork
@ assign
. assign reduce .
map &

split 0 T
output
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Ii split 1 _(5) remote read file 0
DN

Splitz 3) read @ (4) local write
| DN | split3 LI C;ll.l;glilt
' DN | split4

(6) write

Input Map Intermediate files Reduce Output
files phase (on local disks) phase files

Source: Jeffrey Dean and Sanjay Ghemawat (Google, Inc.). 2004 12

Hadoop Ecosystem
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What is Spatial Big Data?

\%./ - Road

y *Road/Building/Stream/Parcel/Zoning... X .
Spatial data S~ Parcel
P *Floodedarea, Susceptible coastal flood, Land slide... p- -

Vector/Rast ' - Zoni
LS *DEM, Aerial photo, R.S., 3 dimensional data. .. w Zoning

~_ ./ DEM
\/ - 3 dimensional

Parcel

*SNS, Blog, News. .. - u\ﬁlsgi:wj e’ - Floating pop.
(Private) *Floating pop_JCredltcard... — = e . Creditcard
*Photos/Movies... o
S GJ°'"":1? - Documents
B parsing eocodaing
Clickstream/Query word . Land transaction
*Documentissuance ofland regulation etc. - Traffic

Big Data +Land transaction/Rental housing contract...

(Public) «Traffic/Transportation... ’“\/ ‘(E‘ Q

*Geosensor, CCTV... .

Over 80% of Big Data is also
geographically referenced!
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Why is Spatial Big Data?
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[MES 3416 | 3456 3254 3296] 3293] 3325 3411 3616] 3478 (! effective communication

@3 | 3112| 3060 2835| 2824 2825| 2835| 2929 3024| 2963 : :
Y | /38| 2879 75| Zei3| 2709 2800 291 J@AS | 2sIe| 279wy cu mized po
B 2435 | 2960 2667 2677 2625| 2612| 269.2| 2653 | 2851 2666
[PE=F | 7553 | 2636 2654 2567 253.3| 2692 | 2799 | 2767 | mLi| 2k
E5F | 2607 2652] 2577 2486 255.2| 2554 2554 2721 2679 2568 2
S| J524| 2651 J566| 2563| J589| 26a1| J5e5| 2629l 2708 | el (J275-3S h
(@ | 2969 | 3143 2679 2518| 247.6| 2590 2541| 2630| 2425| 2485 Lyl s}‘/z

EiSd 2550 ] 2668 | 2363| 2312 2287 2372 2385| 2632| 2609 2454 BE0- 7845
e 2315 | 2577 | 2500| 247.8| 2288| 2272| 2374 2565| 2367 | 2430 7846 - 1010,1
F27 2265 | 2343 | 2197] 231e| 2273 2160 2350 2250| 2388 2242 0102 - 13744
=P 2381 ] 2525| 2357] 2255] 2200 2308] 2402 2461] 2400 2333
2 Ay 2241 843 19| 193] A78| 2207] 293| 2315| 273]| 250
T 2240 ] 2120| J016]| 2109] N23] 2124] n8s]| 2392] 2322| 2353 =

Rent price(median value) per unit for each city . 4;@

oS I
S

- -
RPN e g

N
i Rent price map per unit for each city
B

Rent price per unit for each city
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Real Estate Market Monitoring

Land Use Change Prediction

[J H1: There is significant spatiotemporal clustering in land
transactions where large-scale land development will occur
[ Geocoded land transactions (328,855/436,804) for 2001-2010

Source: Dae-jong Kim-Hyeong-su Koo. 2011. Land Use Change Prediction with Spatiotemporal Pattern Analysis and Strategies for Urban Policy
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Land Use Change Prediction

[1 Spatiotemporal patterns detected (2002-2005) using spaﬁgi
temporal chain statistics

A A
AL
7 R

: TS . 20024
ey o B 20034
, B 20044
; I 20054
Source: Dae-jong Kim-Hyeong-su Koo. 2011 18

Source: Dae-jong Kim-Hyeong-su Koo. 2011 19
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Land Use Change Prediction

[1 Detected spatiotemporal patterns of land transactions i
-2010

B 20094
B 20109

Source: Dae-jong Kim-Hyeong-su Koo. 2011 20

[] Detected spatiotemporal patterns in land transactions in 2009
2010 where land development is expected in the future

Source: Dae-jong Kim-Hyeong-su Koo. 2011 21
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Real Estate Market Monitoring

LI Issues: Unbalance between demand and supply in JEONSE

(Deposit w/o monthly rent) market —>  Sky-rocketing rent
expense in Seoul metropolitan area

W ‘ Monthly rent > ‘

‘ - ‘ interest revenue
Housing expenses
buying > rent
uying >re ‘ Shift to monthly rent ‘
. Demand i | L sueyl

7 o s—
Unbalancein [
rental market |
1 Policies

- Acquisition/transfer income tax reduction/exemption to
induce rent demand to buying

22

Real Estate Market Monitoring

[J Opinion analysis(Frequently mentioned words)
- Keywords: House, apartment, villa, real estate etc.
- Collection: Twitter, café, blog, news
- Period: 2013. 3 -2013. 9
- Keywords: ‘rent expense’, ‘loan’, ‘rent shortage’, ‘rent poor’, ‘tin rent’

Mo. 3 4 5 & T 8 9
Rank| Keyword |Freq Keyword Freq| Keyword  |Freq Keyword Freq Keyword Freq Keyword Freq | Keyword |Freq
1 | BMRS 4| HMg7HH 78| TA 918 A4 1059| FA 1104] T4 1402| FM 2191
2 s E ] 3| M 707 BMIHE 785 | MILH 673| HMLE 868 | TN 432 | HMILE 1458
5 | @4 HELEE 479| HHAIE | 275 HMAS 306] HHAMF 482 | HM7HH 843| HMY 678
4 | mMzs 1| BXIE 273| MM7HHIE 260 HHME 265| ML 298| HM%2 236| HM&E 426
5 HHNE 132] HAAE 90| MY 161] HHAZ 1] HARS 233] HARS 377
6 FEMY 89| BH+8 85| FAIIHHIE 146) HHMSHE 278 | PMIICHE 276 | FHME 356
7 MUERS 82] MRS 83] HHEHY 77) BMZHEIE 204| FHMME 191) HA7HHIE | 308
8 HASSRE 83 BIIHM 30| SEHELFHMAE | 65 DENMUTNNF | 131] HAHHY 81| NHE 168
9 HAZHIE 55) HAAHL 23 HAEQ 46| HHAE 9| ZEFM 73| HARIOE | 103
10 HYHE 45| Hyqor 21] =7HY 34| HM=E HELEL] EELED %9
11 BHEM 42] HAgY 19] HME 33| BMME 71| HNAE 52| MG 95
12 CROE AN 39 RAEY 19| PMYICHE 30| BHEEE 30| HHEH 24| BEFM 68
13 HAH 34| BAEE 15] MOUFNTT 28] BAIHA 17] HM7HE 19] HAEH 46
14 THUE 33 HATHET 16) HEEY 24) BHUHFS 16| HMME 9| BAIEM 38
15 Rl | 32| HAHA 4] HM%E 15| HMRSZH 15| Z71HH 8| HAHR 34
16 AT 2| WEHY 12) AAHE 13| BgF 15| HHLEE 8| MMLBR 27
17 HAEH 15| BATHRHES | 12) HMAE 7| HEFEAEA 13| HHUS HELEE] 2
15 THLE 1] HHHE 9] HAHIE 6| BMmES 12] MqunEs 7] By 21
19 Y 1] BT 8 HMEZIEEEE | 1] BHEA 6| HAYUQES | 19
20 TAEY 9] BHEA 8 BAXSESE 0] HeEsagses 6| HME0| 16
1 THHE 2 8| HAEH 7 HME 9| BMHOl 6] HMMUR 16
22 HESSTMRS | T HMHERL 9] HMomE 6| HYHE 1s
23 Q=S 7

23

26




Real Estate Market Monitoring

[1 Opinion/sentimental analysis
- keyword: Real estate policies on April 1t and on August 28
- Collection: Twitter, café, blog, news (93,877 pages)
- Period: 2013. 3 - 2013. 9

Positive
[ Opinion analysis result ] ----. Negative
U - _ =
1 | Policy : Policy
on 41 i on 8/28
10 +— Ty
[N ]
— 3 1 Iy
Acquisition i
reduction 6 (s
41 . \A
! \
2 ! BE /é;k {
ol H S NG
3032 333441 4243445152 535455616263647172737486108206364085513929354
6
51 ¥
n
]
4 : 1
. "
Acquisition | 5 | Iy
exemption H 3
2 d A [ A A
£\ it i AN
1 ) .‘ H Y [ \\'J
N N N ) N
] \ LY ] % N L] v [ [}
313233344142 43445152535455616263647172737481828384%85191929354

Real Estate Market Monitoring

[ Related issue analysis
- Keywords from negative responses
- ‘Temporal policy’, ‘vested rights’, ‘bubble’, ‘last month’

[ Word cloud ]

: : L 186

70 - = 1 =R 107
e “UH « | L3 D

nNS I=2( pl = 94

N = 9,9 ¥ 79

50 BI M == lst 74

MMy = BFz O A& 48

0 O _l_ = 1 L} %H 46

N &5 40 el 2| 45

es T EELR 32

YA 32

H 31

Ol B} =k 30

of3fi 2t 30
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Real Estate Market Monitoring

[1 Social network analysis

<Gangna-gu: Influx=> ~<Gangnam-gu: Efflux>

Degree Centrality(2011) Degree Centrality(2012) Degree Centrality(2013)

] Policy effect analysis

- Housing transaction 308,140 Rental contract: 2,789,662(2011/1-2013/11)
Policy
on 41

Policy
on 8/28

=208
—.—zo12w
—a— 201300

RN

s

1 ] ] ] 2] o8 0] £l £l 108 ng

(L I ] EL T S eW i ] B E w08 uE

Amount of housing transaction in 2013 ety N : .
compared to 2012 Change rate of rental pricein 2013

comparedto 2012

Change rate of housing price in 2013

comparedto 2012 A
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. Premises for Successful Gov. 3.0

Application Model

- Road

- Parcel "

. Zoning Environmer‘!t
Physical & logical

- DEM

- 3 dimensional
- Floating pop.
- Creditcard

- Traffic

Behavior

- Documents
: - Land transaction

—/ 60 <o dognesi
. . Prompt/accurate/precise diagnosis -

. . Customized/effective prescription

29
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Application Model

i Diagnosis
ol _-/J—gProblem identification

& Agenda setting

- Indicator analysis
- Opinion analysis
- Sensitivity analysis

Evaluation J

- Indicator analysis
- Opinion analysis

- Sensitivity analysis

@
éI*OT..I — ?i?
4473
q 113
et =i | il 56
30| T MqagEs 13
Prescription e ik =
17 ey z 11
g ie r=hzAz E
Alternatives & ~azcama |7
Policy making ] 3
S 2] Aoy 4
- . Ly ELEE 4
- Effect simulation | kzma= ]
- Opinion analysis EI N EEE 4
16| paycqdzs E
| HSHA B 2
E: =13=yr 2
4 P H| e H 2
. I FE E
Implementation J
- Opinion analysis '.{1
- Sensitivity analysis ’V X

oo |V “; {4 L
Spatial Big Data Platform j
: - SNS, Blog, Cafe...
I\ - VGI Geoparsing
@ A “ & Geocoding

Big Data(MOSPA

Spatial Big

Data(MOLIT)

= o o \/ Floating pop.
{w @ @ \/ Land transaction
. . el = | \/ Rental contract
[Population] [Permits] [Registries] " =
: i ! \/ - Documents
= i A \/ Traffic
A el
; { 3 & = \/ Creditcard
> = e B o
e tn o] [Road] R [Euilding] [2D:Imagel \/ &k ‘*

Hadoop

Spatial Hadoop

- Land trans. / Documentissuance
- Land reg. / Rental contract

- Traffic accident/ Traffic volume

- Travelling etc.

Joining
Geocoding

31
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NSDI: Spatial data

2 s

Sync.
w/ source

s

Spatial Big Data Platform

o
3

oo

Integration

Spatiotemporal pattern
Spatial analytics

‘B\”Q“"\ <= Kopss

Spatial Big Data

- Floating pop.
Land transacti

b/;/ Rental contrac

\/ Traffic

on
t
Lance

\/ - Documentiss
\/ Creditcard
\/ HE" ‘

Split

Spatial Hadoop:: MapReduce |L

O 0 0o O 0 0O

Sl e

9
: 6 Temporal
database

Policy
Project based
R | S e collaboration __
[ i -~ i
Government ational research an G 5
ministr development institutes f i
I 1
_ Trend and Policy L‘ r 3 £ Propose subject / ! e psychologist )1
[lmpllcatlons deduction [ ',_/ offering analyzed results ! ministry - I
. N officer sociologist "
spetion | (I el  H ) | &S =
Bia Data — i /" Affiiated _fnivate :
analysis ﬁ - © . institutes Academic ™, |
T T | )
I Data Experts, etc. 1
 Health care PR :
= — -—\‘.\, ,"

Routine data provision

sk relevant data

o o Ta
R

Analysis tool

Linked hub

Gathering tool

External public data

Cloud
center
- [ ]
‘:::L;Jcal g!:i;’.;:
L_ data

* Affiliated
data

External private data

Proposed subject
analysis
4 ‘: Autonomous analyze
\\/ the future trend

Kim, Sung-lyul(2013) at www.gov30

.go.kr
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Premises for successful Big Data based Gov. 3.0

Strong institutional basis for opening public big data

» Making Big Data being produced in the public business process PUBLIC

» Privacy and anonymization

Platform service for utilization

» Not only Spatial Big Data but also methods/tools for utilization

» Easy access and participation

Technology development for computational infrastructure

» In-memory DBMS, HW accelerated

» Analytical methodologies

Thank you!

Daejong Kim (Ph.D)
djkim@krihs.re.kr
Geospatial Research Division
Korea Research Institute for Human Settlements
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Linked Open Data - A Strategy for Sharing Spatial Big Data

Tony Lee (CEO, Saltiux)

ICGIS 2014 - Seoul Coex, 26th Aug.

Linked Open Data

A Strategy for Sharing Spatial Big Data

Tony LEE / tony@saltlux.com

CEO and President of Saltlux, Inc.

Tony LEE

Saltlux, Inc.
CEO and President

« Exec. Advisor for Korean Gov. * Society for Cl, Board Member

- Big data advisory board of MSIP

‘ » STl International, Board Member
- Government 3.0 advisory board of MOSPA

- Committee member of Open Data Council * KICT, Honorary Researcher
+ Inha Univ. , Adjunct Associate Prof. « LG Central Lab., Researcher
« KM/EDM Association, Chairman « Association for HCI, Chairman
* |SO TC37, Committee Member e Chairmen for ISWC and etc.
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Government 3.0
and Open Dagta

Government 3.0 in Korea

Rebooting government

Gowemmani will make 100 million information disclosures
annually, up from 310,000 last year. Full contents will be
meds public, and the government vows to classify

a minimum amount of data as confidential.

Gnvernmsnt will offer its data for commaercial use to
boost entreprensurship and make a “creative economy.”

Gouarnmam will collect opinions on major policies and
projects and seek cooperation with the private sector
through online, direct democracy.

Source:Ministry of Security and Public Administration
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Government 3.0 in Korea

EXECUTIVE OFFICE OF THE PRESIDENT
OFFIGE OF MANAGEMENT AND BUDGET
WASHINGTON, 0.0. 20503

ok

FOR MANAGENENT April 6, 2010
MEMORANDUM FOR SENIOR ACCOUNTABLE OFFICIALS OVER THE QUALITY OF

FEDERAL SPENPE(}ENFGRMA’HON

FROM: Teffrey Bf_Zh
Deputy Dizector for Management

SUBJECT- Open Government Directive - Federal Spending Transparency
As defailed in the Open Government Directive issued by the Director of the Office of

Management and Budget (OMB) on December 8, 2009, transpareasy is a comerstone of an open
‘goverment This Administration is committed to making federal expenditures of taxpayer

- P yE accessible, complet te, md usable
faderal epending data.
‘Full and easy access to inform: govemment sp.
allowing detailed tracking and aalysis of the deployment of government resources. Such
i d public oficials to gauge B )

the
expenditures and to modify spending patters as necessary to achieve the best possible results.
Transparency o gives the public confidence that we are properly managing its finds. This
‘memorandum is a major step, building on i of md the from

i ing the American Recovery ind Rei Act (Recovery Act), toward further
instilling a culture of transparency in federal spending.

As required by the mandates set forth in the Open Government Directive, this memorandom.
provides guidance by:

= Establishing an October 1, 2010 deadline for Federal agencies to initiate sub-award
= =

porting p PL109- unding: and
Act (Transparency Act) and provide a imeline for additional guidance to assist in
meeting the goals established therein;

Tnitiating new tequirements for Federal agencies to maintain metrics on the quality and
completeness of Federal spending data provided pursuant to the Transparency Act;

«  Amnouncing the release of the new USAspending gov website

The Transparency Aet required OMB to “ensure the existence and operation of a single
searchable website” for Federal awards. Since January 2008, Federal agensies have been
‘submitting Federal E tol i on Federal contracts, grants,

The White House

EMail || W Tweet |0 Share | | #

For Immediate Release May 09, 2013

Office of the Press Secretary

Executive Order -- Making Open and Machine Readable the
New Default for Government Information

EXECUTIVE CRDER

INAKING OPEN AND MAGHINE READABLE THE NEW DEFAULT
FOR GOVERNMENT INFORMATION

By the autharty vested in me as President by the Consiitution and the laws of the Unied States of Ameica, itis heroby
ardered as follows:

Section ! General Princples. Openness in government sitenglhens our demacracy, promotes the delvery of efficiert
and effective services tathe public, and coniributes to ecanormic grovib. As anevital beneft of apen govemment,
making information resources easy to find, accessible, and usable cen fuel enirepreneurstip, innovation, and sciertfic
discovery that improves Americans' ves and contribules significantly o job creation.

Decades ago, the U.S. Goverrment made both weather data and the Global Positaning System freely available. Since
that time, American entrepreneurs and innovators have Ltlized these resources o create navigalion sysiems, weather
newscasts and warning systems, location based applications, precision fanming tools, and much more, improving
Americans' ives in couniless ways and leading to ecanomic growth znd job creation. In recent years, thousands of
Government data resources acoss fields such as healih anc medicine, education, energy, public safety, glabal
developrment, and finance have been pestad in machine-readale form far frez public use on Data.gov. Ertrepreneurs
and innovators have continued to develop a vast range of useful new products and businesses using these public
infarmation resources, creating good jobs in the process.
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Elements of Government 3.0

Pursuit of the ‘Happiness of Citizens’

Provision of personalize services Creation of jobs and new growth engine
,A\ N — "
Transparent Competent Service-

== — Oriented
Government === Government “==my,

“._Government
5 ,

-

Communicat
e

Collaborate

Open Share

audun

Strategy of Government 3.0

Transparent . Empowging peoPIe's right tP‘wough inforn"lnation disclosure
» Enhancing the private sector's use of public data
Government

= Strengthening public-private partnerships and collaborations

Integrated provision of customized services
Enhancing one-stop services for businesses
Improving access to services for the information poor
Government Developing new services using cutting-edge ICTs

3 ° 0 Service-oriented
Government

Competent + Removing barriers in the government
Government - Improving communication among government agencies
+ Enhancing rationality in administration with the use of big data
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Open Data Strategy Council
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Open Data Mediation Committee
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Open Data Madiation Committes
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Open Data Quality Management Center
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Seoul Open Data Portal (data.seoul.go.kr)
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Data Visualization!
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5-Star Open Data

Linked Data
(LOD)

ey
NEN NN ‘
. N -

OL RE OF URI

jpask@s s
R R “‘L'Lﬂ i

OL RE OF
make your stuff available on the Web (whatever
L9 format) under an open license'
\V
x N "CSV
~ A make it available as structured data (e.g., Fxcel

instead of image scan of a table)?

{3
use non-proprietary formats (e.g., CSV instead
o
w )

OL use URIs to denote things, so that people can
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Information

Pre-Historic Era
(12,000BC~3,000BC)

Historic Era
( ~1,900AD)

Intellectual Activity of Human

‘ ( Decision
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Augmented Brain
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What is Big Data?
3C ? 4C?

Complex and large data sets that it becomes difficult

to process using traditional technologies”

FACT !

(Fragment x Ambiguity x Context x Trustability)

Data Sharing and Interoperability

22
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Third Party
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Third Party
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Data Sharing and Interoperability
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.
Common Language for Knowledge Sharing
% Natural Language Human language written in letters: “The Earth orbits the sun in an ellipse”
E . Visual expression of knowledge in picture, structure diagram, flow chart,
> Visual Language and blueprint etc
XI Tagain Knowledge expressed in keywords, symbols and images related with
gg9ing objects
Symbolic Language Knowledge expressed in mathematical symbols : x2/a + y2/b2 = 1
Decision Tree Tree-shaped graph structure for complex decision making
Combined expression in condition with various rules of human
Rules L P
ules Lahguage knowledge
Knowledge expression system composed of objects and relations in a
Database System table format
. Knowledge expression of logical symbols and arithmetic operations:
Logical Language 9 P 9 Y P
(0] 9 guag Woman = Person N Female
E F L Knowledge expression of values or pointers for other frames saved in
6 rame Language slots
S q Knowledge expression of semantic relation between concepts in a graph
= Semantic Network SFATeTae
A Allows knowledge expression, machine learning technology combination
Statistical Knowledge based on probability and statistics
24
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Knowledge Representations

Natural Language

"Employees working for a company are humans; the company and the employees are legal
entities. The company is able to make a reservation for an employee’s trip. The trip is available
by plane or train that travels in cities within Korea or the U.S.. The companies and destinations

for business trip are located in the cities. Saltlux reserved OZ510 with a round trip of Seoul and

New York for Hong, Kildong.

Rule Language

(Rule) If someone is flying, he must be on trip.

(Rule) If someone’s trip is reserved in a company, he is an employee of the company.
(+ Rule) For short trip in the same country, an employee should take a train.
(Deduction) Hong kil-dong whose flight is in reservation is an employee of Saltlux.

(Deduction) OZ510 is a flight for the U.S. and Korea.

25
Legal Entity Legal Entity
Legal Entity § N %,
= &/ %
N\ o </ N\
V% e/ By
\% S \ O
5. /
X [ Compary
‘ Gender ‘ ‘ Industry ‘ ‘GenderC{M F)| Industry
' E:ompany Age Address Age > 25 AddrCSeouI
, A /N
2 i ‘ z
I U DIOC )
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5’ #4831 &5 #4831
7 ] . GEED 2 -
“ = > s 2 = (\P"
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< e C Bl | 2 LB (
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| Kildong | vyt o
LS ‘ ( P12345 ) (" P12345
( Male ) Male
L / § /
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(a) Semantic Network (b) (a) + Frame (Slots) (¢) (b) + Logical Restrictions
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World Wide Web and Linked Data

27

The Web and Web 2.0

Web
Browsers

Search
Engines

HTTP
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hyper-
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Web 2.0
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Linked Data Approach

Linked Data Linked Data Search
Browsers Mashups Engines

17 17 17

Thing’\ Thing | ~—__ Thing,\ Thing’\ —~ A
® / — .o / —3 7 =
i | Thing

Thing Thing | | Thing Thing

o

I typed typed typed typed
links links links links

18 8 0 E
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Linked Data and SPARQL Endpoints

REST protocol based semantic data querying on the Web

« Use HTTP URIs as names for things to look up those names.

» Use the standards (RDF(S), SPARQL)
+ Include links to other URIs. to discover more things.

GET [vocabulary URI]
Accept: application/rdf+xml

303 See Other
Lacation: [RDF content location]

" GET [RDF content location]
Accept: application/rdf+xml

30
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Building Linked Data Applications

Data Access,

Integration and Web Data Vocabulary Identity Quality
Access | | Mapping [ Resolution [ Evaluation [
Storage Layer Module Module Module Module

¢ HTTP
Web of Linked Data o‘?,. «— S — o,
° /
e A
Publication Layer T HTTP T
| LD Wrapper | | LD Wrapper

Database A Database B

LOD2 Summer School, 2011 31
5 Key Features of Linked Data
1. Standard
W3C Standard based on Semantic Web, URI and HTTP protocol
2. Openness
Open data publishing, accessibility and sharing on the web
3. Flexibility
Easy data conversion and semantics working on RDF(S) and ontology
4. Interoperability
Data interoperability for heterogeneous data set by using data mash-up
and powerful queries(SPARQL)
5. Machine readable
Machine can collect, read, store, query and infer distributed linked data
32
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LOD pro;ect (Linking Open Data)

/ o (e}
BT e e N d )

16 [y B ?
: t‘//:’:ff [ e ) %\ wora

» W3C project for publishing open
data based on semantic web

» 270 triples by using URI and
SPARQL EndPoint

« Interlinking between geo-spatial,
bio, dbpedia data and etc.

+ data.gov, data.gov.uk, data.go.kr
already introduced Linked Data

) serer )

O
/ \""my - )
o S

s
A

Asof September 2011 @D @

LOD project statistics

Year | Datasets Triples Growth m:: |

2007 12 500.000.000 20000.000000 ‘

2008 45 2.000.000.000 300% 15000000000 ‘

2009 95 6.726.000.000 236% | | . ..

2010 203 | 26.930.509.703 300% e ——
Domain Data Sets Triples Percent RDF Links Percent
Cross-domain 20 1,999,085,950 7.42 29,105,638 7.36
Geographic 16 5,004,980,833|  21.93 16,589,086 4.19
Government 25 11,613,525,437|  43.12 17,658,869 4.46
Media 26 2,453,898 811 9.11 50,374,304|  12.74
Libraries 67 2,237,435,732 8.31 77,951,898  19.71
Life sciences 42 2,664,119,184 9.89 200,417,873 5067
User Content 7 57,463,756 091 3,402,228 0.86

203 26,930,509,703 395,499,896

34

49




International Conference on Geospatial Information Science(ICGIS) 2014

Why Geo-Spatial Data for LOD?

It's a KEY for data interlinking and powerful applications

Geo-Spatial and Temporal
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GeoSPARQL and GeoOntology by OGC

w<rdfROF & (ns ‘rdf="htte: //wew 3, ors/1985/02/22-rdi -syntan-nst
winlns:skos="http://wwn . w3 org/2004/02/skos /cored’ wnins:ou ttps/ . 3. 0rg/2002/07 /ol 4
smlns:dc="http://purl. ora/dc/elenents/1. 1/ xnins wsd="http://wew.w3 0rg/2001/XHLSchema#”
wmlns:rdfs="http://www. w3 0rs/2000/01 /rdi-schena#” xmins:seo="httr=//www.opengis. net/ont /eospargld”
uml ‘base="http:/rwww.opengis. net/ont /aensparg| >

geo:SpatialObject

val—
GeoSPARGL 1.0 is an OGC Standard, -
Copwright (c) 2012 Open Geospatial Consortium. geo
To obtain additional rights of wse, visit http://www.opengsospatial.org/legal/
Yersion: 1.0.1
—
v<owl:Ontology rdfzabout=""> geo:Feature

<rdfs:seehlso rdf:resource="htte://4ww. opengis.net/doc/|5/9e0sparal/1.0"/>

wadcisource rdf:datatype="http://www. v3. org /2000 /XMLSchenadictring >
QGC GeoSPAROL - A Geographic Query Lansuage for RDF Data OGC 11-052r%

</dc:source> —

<dc-date rdf-datatype="http://wew.wd ora/2001/KHLSchenakdat e "=2012-04-30</ds *date>

<oulinports rdf trescurce="http: Juwy opensis.netdont fanl /> poiiDliniares!
<owl versioninfo rdf datatupe="http:/ /wew.w3.ora /2001 /XMLSChena#string” >0GC GeoSPAROL
1.0</owl zversionlnfo>

geo:asWKT

<owl -imports rdf sresource="http://unw. opendis.net ont /sf />
weddescription rdf:datatype="http://www.w3, 0ra /2001 /XMLSchenakstring™> Menument
An RDF/OML wocabulary for representing spatial infornation
<rdfs :seeh lso rdfirasnurce:“httvi//www‘npengis‘net/de!/rule/nau*gensparqI/1‘EI“/> |
<oyl :imports rdf sresource="http://purl.org/dc/elements /1.1 — .

e L G TP Washington geohas —
<decereator rdf:datatype="https//www. w3, ora/2001 /XHLSchemsdstring”>0pen Geospat ial Monument Geometry ex oint
Consortium</dc creator>
<rdfs zeehlso rdf resource="http s/ wuw opengis.net def/function/ogc-geasparal/1.0"/>

</ow] :Ontology> '
«dc-date rdf:datatype="http://wew.w3,0ra/2001/KMLSchenawdate =2011-06-16</de ‘date> sf-wiiLiteral
werdfs connent wml - lang="en""

</dc:descript ion>
<desource rdf:
<oul tinports rdf iresource="http:/Juww.¥3.0re/2004/02/skos /core’ />
verdfs Datatype rdf:ID="wktLiteral"> OINT(-77.03524 38.889468
A Well-known Text serialization of a geometry object

</rdts:conent> geo:ehContains geo:sfContains
wedc sdescription xnl:lana="en">
A Well-knewn Test serialization of a seometry obiest. geo:ehCoveredBy geo:sfCrosses
</dc:descript ionx . fDisioi
w<skos ‘definition wnl:lang="en"> geo:ehCovers geo:sfDisjoint
A Well-known Text serialization of a seometry object deini
<fskos definition> geo:ehDisjoint geo:sfEquals
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Conclusion

"Computers are incredibly fast, accurate, and stupid.
Human beings are incredibly slow, inaccurate, and brilliant.
Together they are powerful beyond imagination.”

- Albert Einstein -

= The era of human and machine collaboration.

= Healthy goose rather than big golden egg.

becauseOf

interestedin
contributeTo

willAchieve

Linked Data

Innovation

52



Session 2

JZHOOIE J&

Spatial Big Data Technologies

1. SpatialHadoop : A Map Reduce
Framework for Spatial Big Data

: Mohamed F. Mokbel
(Professor, Univ. of Minnesota, USA)

2. Spatial Analytics Platform for Unstructured
Big Data
: Eui—Seon Jung(Director of Oracle Korea)

3. Cloud Technology for Effective
Processing on Big Data
: Byung—Gon Chun
(Professor, Seoul National Unv, Korea)






ABSTRACT

This talk is about SpatialHadoop; a full-fledged MapReduce framework with native support
for spatial data. SpatialHadoop is a comprehensive extension to Hadoop that injects spatial
data  awarenessin  eachHadoop layer, namely,thelanguage, storage,MapReduce, and
operationslayers. In the language layer, SpatialHadoop adds a simple and expressive high level
language for spatial data types and operations. In the storage layer, SpatialHadoop adapts
traditional spatial index structures, Grid, R—tree and R+-tree, to form a two—level spatial
index. SpatialHadoop enriches the MapReduce layer by new components for efficient and
scalable spatial data processing. In the operations layer, SpatialHadoop is already equipped
with three basic operations, range query, kNN, and spatialjoin as case studies. Other spatial
operations  can  alsobe  addedfollowing ~a  similar  approach.  Thetalk  will

alsodiscussvariousactiveprojectsforbig spatialdatathattake advantage of SpatialHadoop.

1. Introduction

Since its release in 2007, Hadoop [1] was adopted as a solution for scalable
processing of huge datasets in many applications, e.g., machine learning [10], graph processing
[2], and behavioral simulations [14]. Hadoop employs MapReduce [7], a simplified
programming paradigm for distributed processing, to build an efficient large—scale data
processing framework. MapReduce abstracts distributed processing into map and reduce user
defined functions. The map function maps each input record to a set of intermediate
key—value pairs. The reduce function reduces intermediate similar—key records into a final
result. Such abstraction simplifies the programming for developers, while the MapReduce
framework handles parallelism, fault tolerance, and other low level issues. In the meantime,
there is a recent explosion in the amounts of spatial data produced by various devices such
as smart phones, satellites, and medical devices. For example, NASA satellite data archives
exceeded 500 TB and is still growing [3]. Medical devices produce spatial images (X-rays) at
a rate of 50 PB per year [4]. Such large—scale spatial data calls for taking advantage of the
widely used Hadoop and MapReduce environments tosupport efficient spatial data querying
and analysis. Unfortunately, Hadoop is ill-equipped to support spatial data as it deals with

spatial data in the same way as non-spatial data.
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In this talk, T will present SpatialHadoop; a full-fledged MapReduce framework with
native support for spatial data. SpatialHadoop is built-in Hadoop as a comprehensive
extension to Hadoop base code that pushes spatial constructs and spatial data awareness
inside Hadoop core functionality. This results in allowing MapReduce programs and
frameworks running on top of SpatialHadoop to make use of its embedded spatial
functionality to achieve orders of magnitude better performance. SpatialHadoop to Hadoop
will be the same as spatial database management systems(SDBMS) [13] to traditional DBMSs,
where the original functionality of Hadoop and DBMS is still preserved with the addition of
a native support of spatial data. As relational DBMS is ill equipped for spatial data, SDBMS
has stepped forward to provide orders of magnitude performance improvement for spatial data
processing through spatial operations and spatial index structure. SpatialHadoop follows a
similar approach where new spatial data types, spatial index structures, and spatial operators
are provided as built—in functionality in Hadoop while preserving traditional functionality of

Hadoop.
SpatialHadoop is available for a download as a free open—source system at:

http://spatialhadoop.cs.umn.edu/. So far, it has been downloaded more than 75,000 times

since its first release on March 2013.

2. System Overview

Developer Casual User System Admin
-
~| 8
B cpat Results —
gpat'ai. Spatial System
perafions Queries l Farameters
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1 . . |
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I
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Figure 1: SpatialHadoop System Architecture

56



Figure 1 gives the high level architecture of SpatialHadoop. Similar to Hadoop, a
SpatialHadoop cluster contains one master node that breaks a MapReduce job into smaller
tasks, carried out by slave nodes. SpatialHadoop builds on this design by allowing the master
node to plan a job with a minimal number of tasks and slave nodes to finish each task more
efficiently. SpatialHadoop adopts a layered design of four main layers, namely, language,
storage, MapReduce, and operations layers, while there are three types of users who interact

with SpatialHadoop, namely, casual users, developers and administrators.

Figures 2a and 2b show how to express a spatial range query in Hadoop and
SpatialHadoop, respectively. The query aims to find all points located within a rectangular
area represented by two corner points <{x1, y1> and <{x2, y2>. The first query statement loads
an input file of points, while the second statement selects records that overlap with the given
range. This example distinguishes SpatialHadoop over Hadoop in two main aspects: (1)
Performance: As Hadoop does not have any spatial indexes, it has to scan the whole dataset
to answer the range query, which gives a very bad performance. In particular, it takes 200
seconds on a 20—node Hadoop cluster to process a workload of 60 GB. On the other side,
our preliminary version of SpatialHadoop exploits its built—in spatial indexes to run the same
query in about two seconds, which is two orders of magnitude improvement over Hadoop.
(2) Readability: A Hadoop program, written in Pig Latin language [12], is less readable due
to the lack of spatial data support in Hadoop high level languages. For example, our query
in Hadoop uses the integer data type and numerical comparisons to express spatial operations.
SpatialHadoop makes the program simpler and more expressive as it uses spatial data types
(POINT and RECTANGLE) and spatial functions (IsOverlap). The readability issue becomes

more serious with complex spatial data types, e.g., polygons.

Objects = LOAD ’'points’ AS (id:int, x:int, y:int);
Result = FILTER Objects BY x < xmax
AND x > xmin AND
v < ymax AND vy > ymin;

(a) Range query in Hadoop
Objects = LOAD 'points’ AS (id:int, Location:POINT);
Result = FILTER Objects BY
IsOverlap (Location, RECTANGLE

(xmin, ymin, xmax, ymax));

(b) Range query in SpatialHadoop

Figure 2: RangeQuery in Hadoop vs. SpatialHadoop
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3. Extensions to SpatialHadoop
3.1 Pigeon

SpatialHadoop does not provide a completely new language. Instead, it provides,
Pigeon [9], an extension to Pig Latin language [12] by adding spatial data types, functions,
and operations that conform to the Open Geospatial Consortium (OGC) standard [5]. In
particular, we add the following: (1) support for OGC-compliant spatial data types including,
Point, LineString, and Polygon. Since Pig Latin does not allow defining new data types,
Pigeon overrides the bytearray data type to define spatial data types. Conversion between
bytearray and geometry is done automatically on the fly which makes it transparent to end
users. (2) support for basic spatial functions, which are used to extract useful information
from a single shape; e.g., Area calculates the area of a polygonal shape. (3) support for OGC
standard spatial predicates, which return a Boolean value based on a test on the input
polygon(s). For example, IsClosed tests if a linestring is closed while Touches checks if two
geometries touch each other. (4) Spatial analysis functions that perform some spatial
transformations on input objects such as calculating the Centroid or Intersection. These
functions are usually used to performs a series of transformations on input records to produce
final answer. (5) Spatial aggregate functions that take a set of spatial objects and return a
single value which summarizes all input objects; e.g., the ConvexHull returns one polygon

that represents the minimal convex polygon that contains all input objects.

3.2 CG Hadoop

CG Hadoop [8] is a suite of computational geometry operations for MapReduce. It
supports five fundamental computational geometry operations, namely, polygon union, skyline,
convex hull, farthest pair, and closest pair, all implemented as MapReduce. In Hadoop, a
computational geometry operation runs in three steps. (1) The partition step randomly
partitions input records across nodes using the default Hadoop non-location-aware
partitioner. (2) The local process step processes each partition independently and produces a
partial answer stored as intermediate result. (3) In the global process step, the partial answers
are collected in one machine which computes the final answer and writes it output. The

drawback of Hadoop algorithms is that they need to scan the whole dataset.

In SpatialHadoop, we make two modifications to overcome this limitation. (1) we use
the location—aware partitioner provided by SpatialHadoop in the partition step which groups
nearby points in one partition. This allows us to run an extra pruning step before the local
process step. In the pruning step, partitions that do not contribute to answer are early pruned
without processing. Furthermore, the global process step also becomes more efficient as the

size of its input (i.e., intermediate partial result) decreases.
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4 Sample Projects

The core of Spatial Hadoop can be used to build scalable applications which deal
with tons of spatial datasets. This section describes four key examples of systems that use

SpatialHadoop as a powerful backend to handle spatial data processing.
4.1 MNTG: Minnesota Traffic Generator

MNTG [11], available at http://mntg.cs.umn.edu/, is a web—based traffic generator
based on a real road network for the whole world. MNTG users can select an area on the
map, specify a generation model and its parameters, then the system generates the traffic data
on the backend and email back the user when the job is done. One challenge that MNTG
faces is extracting the road network of the selected area before sending it to the generator. As
the total size of the road network dataset is around 100 GB, a full scan would be tedious to
do with every request. To overcome this problem, SpatialHadoop is used to construct an
R+-tree index and use this index to speed up range queries on selected areas. In MNTG, we
construct an index of around 10,000 partitions with an average partition size of 12 MB. This

was experimentally found to be the best based on typical request sizes.

4.2 TAREEG : A Web Service for Extracting Spatial Data from OpenStreetMaps

TAREEG [6] is a web service for extracting spatial datasets from OpenStreetMap,
available online at http://tareeg.org/. The interface is similar to MNTG, where a user selects
an area on the map, chooses a dataset (e.g., road network), and submits an extraction
request. On the back end, the server performs a range query on the selected data set and
returns the extracted data in several formats including Google KML format and ESRI
Shapefile. All the available datasets are extracted from OpenStreetMap using a MapReduce
extractor that runs in SpatialHadoop. A Pigeon script is used to create points and connect
them to form lines which form the shapes of the data (e.g., lakes and roads). After generating
the datasets, SpatialHadoop is used to build R+-tree indexes, one per dataset, in order to

speed up range queries. Total size of all datasets is around 400 GB.

43 SHAHED: A System for Spatio—temporal Analysis and Visualization of NASA
Satellite Data

SHAHED is a tool for analyzing and exploring remote sensing data publicly available
by NASA in a 500TB archive [3]. SHAHED provides a web interface where users navigate
through the map and the system displays satellite data for the selected area. In addition, users

can select an area and ask the system to display the change of temperature over a selected
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time period as a video®. A user can also select an area and perform an analysis task on that
area. For example, find anomalous patterns of vegetation in the selected area. This system
uses SpatialHadoop to pre—compute the heat maps for available datasets and makes them
available to the web browser for map navigation. The data mining module in the operations

layer is also used to perform data analysis tasks issued by user.
4.4 TAGHREED: A System for Querying, Analyzing, and Visualizing Twitter Data

Taghreed is a full-fledged system for efficient and scalable querying, analyzing, and
visualizing geotagged microblogs, e.g., tweets. Taghreed supports arbitrary queries on a large
number (Billions) of microblogs that go up to several months in the past. It consists of four
main components: (1) Indexer, (2) query engine, (3) recovery manager, and (4) visualizer.
Taghreed indexer uses SpatialHadoop to efficiently digest incoming microblogs. When the
memory becomes full, a flushing policy manager transfers the memory contents to disk
indexes which are managing Billions of microblogs for several months. On memory failure,
the recovery manager restores the system status from replicated copies for the main—memory
content. Taghreed query engine consists of two modules: a query optimizer and a query
processor. Taghreed visualizer allows end users to issue a wide variety of spatio—temporal

queries that exploit the index structures made by SpatialHadoop.
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Hong Kong Polytechnic University, and Umm Al-Qura Unvieristy, Saudi Arabia. Mohamed is
an ACM and IEEE member and a founding member of ACM SIGSPATIAL. He is currently
serving as an elected chair of ACM SIGSPATIAL. For more information, please visit:

http://www.cs.umn.edu/mokbel.

5) Please refer to an example at http://youtu.be/hHrOSVAaak8.
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Spatial Analytics Platform for Unstructured Big Data

Abstract

Many companies corporations thought that Big Data might be not valuable to them.
However, they tried to utilize Big Data because they figured out that some other companies
utilized Big Data and it was valuable. Nevertheless, most of companies underwent trial and
errors because they had wrong prejudice that Big Data have to be based on Hadoop
environments. Therefore, the most important thing to achieve their business goal is
understanding variety of business requisites, and then applying matched solutions. When it
comes to Spatial & Graph data, it is the same. By utilizing solutions that contain technique
elements which satisfy business goal, companies can produce meaningful output. It was not
easy to analyze Big Data, or Spatial & Graph data because of the limit of performance and
meager development environment. In this sense, Oracle which tried to manage unstructured
data added new feature for improvement of efficiency and upgraded Spatial & Graph analysis
function to Oracle 12c. Plus, we need to consider Exadata as a Spatial & Graph data
analysis platform because Exadata processes Big Data fast by In—memory database function,
parallel processing skill, and highly efficient compressing data skill. Because of this new
analysis function, it is possible to improve speed of join, or touch about 50 ~ 100 faster, and
make application faster and easier to let in—database process handles massive data by database
call. In addition, parallel raster operation will provide the performance improvement and
simplified development environment. Also, by using added Virtual mosaicing, we are able to
analyze the different format of images from another table with spatial query. Upgraded Spatial
& graph feature are able to make NDM graph do real world feature modeling. Furthermore,
we can get convenience that we can view existing relational table data and graph data
through SPARQL because of RDF Semantic graph. [ am assure that if we use the
environment that contains improved function, and high—performance parallel processing
function of Exadata, this will provide new environment and turning point to all of analysts

of Spatial & Graph analysis.
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E» Spatial & Graph Data on Exadata
E» Oracle Spatial & Graph

E» Conclusion
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Spatial & Graph Data
on Exadata

v" Oracle’s Big Data Solutions
v" Oracle DBMS & Unstructured data

ORACLE Capyright € 2014 Oracleand/or its affiliates. Allrightsresened. | Oracle Confidential —Intemal/Restricted /Highly Restricted 3 3

Oracle’s Big Data Solution
Make Better Analysis Using Spatial & Graph Data

Endecalnformation
Discovery
Oracle Big Data A2 Oracle
% Exadata

— Appliance

Oracle
Exalytics

Oracle Big Data
Connectors

| InfiniBand

Oracle Big Data
Integrator

Visualize / Decide

Copyright © 2014 Oracle and/or itz affiliates. Allrightsreserved. |
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Oracle DBMS & Unstructured data

® Unstructured Data Support in Oracle Database

. Oracle Oracle

Oracle 9i
XML DB e Graphs

Extensibility Raster Imagery

® Oracle Database Support for Unstructured Data

ORACLE
DATABASE

yright © 2014 Oracleand/ar its affilistes. Allrightsresened

ureFile Lt

DICOM Medical
Image

ORACLE Copyright © 2014 Oracleandjeor its affiliates. Allrightsresenved. | Oracle Confidential —Intamal

Restrictad /Highly Restricted
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Advances with Oracle Database 12c
New Spatial Features

_ Simplified
Dramatic ' . Application
Performance Development

ORACLE Copyright © 2014 Oracle and/ar its affilistes. Allrights reserved. v 3

Core Spatial Functions and Operations

Performance

ANYINTERACT, INSIDE: 20-30x

DOES THIS FLOOD PLAIN HAVE ANY RELATIONSHIP WITH ANY OF THE
PARCELS WE ARE INSURING?
(any relationship can mean: is it inside the plain, does it touch the plain,

GEOM DISTANCE: 40X

?
Oracle HOW FAR IS HQ FROM THE BART STATION?

Database
Locator WITHIN DISTANCE: 10X

SHOW ME ALL THE RESTAURANTS WITHIN 5 MILES OF HQ.

VALIDATE GEOMETRY: 4X

This is a set of rules to check that what you are loading into Oracle's
spatial types are "geometrically valid".

ORACI—E Caopyright © 2014 Oracleandfar its affiliates. Allrights resened 2
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Vector Performance Acceleration

Oracle Spatial and Graph “Turbo-charger” feature

OPTIMIZED METADATA QUERIES

* Kernel level caching

* Performance gains for DMLs and
Spatial function calls

» Optimization especially
noticeable in workflows with
many fast running queries

ORACLE Capyright € 2014 Oracleandfar its affiliates. Allrightsresened.

Vector Performance Acceleration

“Turbo-charger” feature for spatial functions and operators

Join: 50-100x

101N is a database join except that the predicateis a spatial predicate, like
WITHIN DISTANCE, INSIDE, etc. etc.)

Touch: 50x

Spatial & Graph This is used in zoning and land management. DOESTHIS PROPERTY
option

TOUCH THE SHORELINE?

Performance

Contains, Overlaps: 50x
Improvements

Jurisdictional queries. Sales territory management. 1S THIS HOUSE IN
THIS SCHOOLDISTRICT? IF I PUT ANEW RETAILSTORE INTHIS
LOCATION WILL ITS REACH OVERLAP WITH ANOTHER STORE'S?

Complex masks: 50x

Masks are ways to combine multiple operators like "INSIDE +
TOUCH". ISTHIS PROPERTY INSIDE A FLOOD ZONE AND TOUCHING THE
SHORELINE?

DRACI—E Capyright © 2014 Oracleandfar its affiliates. Allrights resened. 10
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Vector Performance Acceleration

“Turbo-charger” feature for spatial functions and operations

GEOM.relate: 5-10x
There are a large number of relationship operations beyond TOUCH,

INSIDE, CONTAIN, OVERLAP, ANYINTERACT. Anexample is NEAREST
NEIGHBOR. FIND METHE CLOSEST ATM.

DML single insert: 3x

Spatial

Just database DML.
Performance

Improvements
Coordinate System Transformations: 40-50%

General DML operations: 30-50%
ORACI—E Copyright & 2014 Orscle andfor its affilistes. All rightsreserved 11

New PointinPolygon Function

Fast Point in Polygon without Spatial index

* SDO_PointInPolygon Frunction

— Arg1: cursor that select a set of points
* Very flexible as the data can come from a table, or result of another query

* E.g., select * from point_data where c1 < 10 and c2 > 100 ...

— Arg2:is any Polygon geometry
— Returns all the points that are inside the polygon

+ Useful when large number of points have to be classified based on a set of polygons

* Parallel enabled

* Can easily process 30K points per second in serial case

ORACLE Copyright © 2014 Oracleand/or its affiliates. Allrights reserved. 12
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Parallel Raster Operations

SDO_GEOR:RA.classify

'

* Many Raster functions can
parallelize

SDO_GEOR_RAfindCells’

* Serial operations perform up to
3x faster

 Scales to over 100x faster on
highly parallel systems

ORACI-E Copyright 2014 Oracleand/or its affiliates. Allrightsreserved.

Virtual Mosaic and Image Processing

. blall & % &[22 ale] 48] [
In Database Processing Bt W S —

@ RDT-R = ¢
@ ROT-R
@ s
o RDT-R |
. . - o RDT-K
= Virtual Mosaic of collections of any @ woros
. & ROT-R
georeferenced GeoRaster objects @ ror-a
| ROT=R
o TTARE GTET] |

= Advanced spatial queries and on-the-fly AR A

USER: georaster

transformation and mosaics P
o I cowse |
5 @ ROT-G
* Raster Algebra operations to create @ urg
new map products @ wor-¢
@ RDT=G
o RDT=G
* Image Processing: Masking, stretching, o]
segmentation, rectification aor.d
& RDT=G
o ROT=G
@ RDT-C
@ RDT=G
@ g
& RDT-G
@ RDT=G
@ ROT=G

Waster | MetaDiata

Mosaic of Lands at Images
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Oracle Spatial and Graph

Mature, Proven Graph Database Capabilities

orscle Spata Natwaeh Data Model Deme
Graph Features e gEsssces
=)

* Network Data Model graph

=P =—an

* W3C RDF Semantic graph

Network Data Model Graph

Use Cases

* Transportation, Road and
Multimodal Networks

* Drive Time Polygon Analysis

* Trade Area Management
Oracle 5 -
Spatial and e = oL « Service Delivery Optimization

Graph

= Water, Gas, Electric Utility,
Network Applications
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Oracle Spatial and Graph

Network Data Model Graph

= Astorage model to represent graphs and * Java APl to perform Analysis in memory
Lelies * Loads and retains only the partitions

= Graph tables consist of links and needed
nodes

* Dynamic costs with real time input
= Explicitly stores and maintains

i * Shortest path, within cost, nearest
connectivity of the network graph

neighbors

- imEEs Sl ErrniE B * Traveling salesman, spanning tree, ...

sl sl * Multiple Cost Support in Path/Subpath

* (Can logically partition the network graph Analysis

Real World Feature Modeling in NDM Graph

Feature Representation Network Representation
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Network Data Model Graph

Temporal Modeling/Analysis T
i : 2l
1 B NP b
4 Traffic Patterns provhiepirtost e i 2 = =
— Record historical travel f%?}?yw - - s é
— Based on time of day and day of the week it S
[U—— B
< NDM can use traffic patterns to compute — S -
shortest paths e LU 1oem
¢ Support Nokia/HERE Traffic Patterns format o Doty
out of the box gﬁ'}"
o
Time & compule peometves § EX5t @
&
- B o SN =
ORACLE P :
Network Data Model Graph
; F_”:"“""?”' g-’"u-m [—
Multi-Modal Routing oW ; | L
i e B i
7 i ]

* Each mode (car, bus, rail, bike, etc) modeled
as a separate network

* Single logical network represents all modes
of transportation

* Transition nodes where networks meet
= NDM APIs can specify the modes

= Out of the box support for transit data
published by transit authorities
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Network Data Model Graph

Large Scale Drive Time/Distance Analysis

Big Data Analysis '-: £ Zn~ '

+ Millions of customers, find closest store within
a specified drive time

* Single database query to find closest store and H
drive time/distance for each customer

\m»&“'“’ 3
fe . Ty it ol

[ CETE

* Customers geocode as based on graph segment

e
L e
R
o oy
e,

S b
S,

& - .
Y Store Location | i %,

Custﬁirner Location YCNS B
5 B S it i

OI?AC l-e Copyright © 2014 Oracleand/or its affilistes. Allrightsresered. | 21

RDF Semantic Graph

Use Cases

e
e, 3
M g

Linked Data &
Public Clouds

Text Mining &
Entity Analytics

Social Media
Analysis

ORACLE Capyright © 2014 Oracleandor its affiliates. Allrightsresenved. | 22
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Oracle Spatial and Graph
RDF Semantic Graph

The Only RDF Database with:

» Support for both SPARQL and patented SQL
access

* Works with OBIEE, Oracle BPM,
Oracle Advanced Analytics

* Fine-grain Label-based Security

ORACLE

Conceptually, Semantic applications look at things as being
represented as graphs, rather than tables

o rlnstessad et g [ Boacs b
s Walls Fargo

= atetces isnsem omadiy \m{nnuwnas
reinend s Is owngll by

Wachovia

Norwest
Mowknowfias  Nowdpownas

- First Crocker Natic
In Oracle Database, we use Triples Union wm“
and Key relationships to represent nodes First '*La; k
and links in the Graph. Philadelphi

Oracle Spatial and Graph
RDF Semantic Graph

Mature, complete RDF Database

* Supports all relevant W3C standards
» View relational data as RDF graph
* Scales with hardware — petabytes

» 60% data compression reduces storage
and enhances performance

ORACLE

Querying is based on graphs

Ex: Find sub-prime morigage
exposure for “Wells Fargo™

bank
Lender and Lending
Institution ane same:

' ending_Institution
s e of
JPMC

Eafd,
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New functions in Oracle Database 12¢
RDF Semantic Graph

- RDF views on relational tables
— RDF views can be created on a set of relational tables and/or views
— SPARQL queries access data from both a relational and RDF store
— Allows filtering of data in a relational store based upon graph analysis
— Support RDF view creation using
* Direct Mapping: simple and straightforward to use

* R2RML Mapping: customizations allowed

R2RML : RDB to RDF Mapping Language

ORACLE Capyright € 2014 Oracleandfar its affiliates. Allrightsresened. 25

RDF Graph results with Oracle Business Intelligence
SPARQL Gateway

T
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Performance and In-Database Analysis
RDF Semantic Graph

Faster, more efficient, and'secure
reasoning engine

Richer query language with improved
analysis. Less application code.

Query language for spatial “linked data.”
Less application code.

models in large graphs.

ORACLE Capyright © 2014 Oracleandfor its affiliates. Allrightsresened. | 27

Conclusion

ORACLE Copyright © 2014 Oracleandfor its affiliates. Allrights rasenad. | Oracle Confidential ~Intamal/Restricted/Highly Restricted 28
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Summary of New Spatial & Graph Features

= Vector Performance Acceleration
= High-performance point-in-polygon processing
= Parallel GeoRaster and Enhanced Raster Operations
= Network Data Model graph
v Real World Feature modeling, multimodal Routing
v Temporal Modeling and Analysis

v Large Scale Drive Time/Distance Analysis

OI?AC l-e Copyright © 2014 Oracleand/or its affilistes. Allrightsreserved. | 29

Oracle Exadata
Extreme Scalability for Millions of Spatial Objects

» Millions of spatial objects evaluated in minutes
— Point in polygon analysis

ORACLE
EXADATA

— Polygon to polygon analysis

— Deviation from route

— Distance covered

+ Millions of Spatial objects ingested in minutes
— Weather readings
— Traffic readings

ORACLE Capyright © 2014 Oracleandjor its affiliates. Allrightsresenved. | 30
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Oracle Exadata
High Performance RDF Graph Workloads

+ RDF Semantic Graph is designed for
the Exadata architecture

+ 3x faster inferencing and querying

ORACLE - Parallel load, inference and query
EXADATA

+ Inferencing accelerated with Hybrid
Columnar Compression

* Queries faster with OLTP index
compression on B-tree indexes

ORACLE Capyright © 2014 Oracleand/ar its affiliates. Allrightsresened. | 21
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REEF : Towards an Operating System for Big Data

D et emeeaeeameateseeeteseseeeseaeessssetestessesesmietesesesetesesesesesetetsssettamsetetesetetesntetetesntetaananrnnnneas

Byung-Gon Chun (Professor, Seoul National Univ, Korea)

Abstract

REEF (Retainable Evaluator Execution Framework) is a scale—out computing fabric that eases
the development of Big Data applications on top of resource managers such as Apache YARN
and Mesos. The resource management layer has emerged as a critical layer in the new
scale—out data processing stack; resource managers assume the responsibility of multiplexing a
cluster of shared—nothing machines across heterogeneous applications. They operate behind an
interface for leasing containers — a slice of a machine’s resources — to computations in an
elastic fashion. However, building data processing frameworks directly on this layer comes at
a high cost: each framework must tackle the same challenges (e.g., fault—tolerance, task
scheduling and coordination) and reimplement common mechanisms (e.g., caching, bulk
transfers). REEF provides a reusable control and data plane for scheduling, coordinating, and
executing task—level work on cluster resource managers. The REEF design enables
sophisticated optimizations, such as container re—use and data caching, and facilitates
workflows that span multiple frameworks. Examples include pipelining data between different
operators in a relational system, retaining state across iterations in iterative or recursive data
flow, and passing the result of a MapReduce job to a Machine Learning computation. REEF

has been released as open—source under the Apache 2.0 License since January 2014.
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REEF: Towards an Operating System
for Big Data

August 26, 2014

Byung-Gon Chun
Cloud and Mobile Systems Lab
Computer Science and Engineering Department
Seoul National University

REEF History

* 2012: Seeded at Microsoft

* Jan. 2014: Open-sourced under the Apache
License 2

* Aug. 2014: Open-source Apache Incubator
project (3 Apache incubation that is driven
by Korean committers)
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REEF Team
* Seoul National University
* Microsoft
* UCLA

* SKTelecom

* UC Berkeley

* University of Washington
* Purestorage

From a Monolithic Big Data Processing
System

Hadoop v1

Hadoop

Monolithic

MapReduce
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A Recent Step Towards Refactoring Big
Data Processing Systems

Hadoop v1 Hadoop v2

i a
Hadoop ions
MapReduce

Monolithic

Resource
Manager (YARN)

= Split up resource management and application job scheduling
= Split up resource management and computation models

Resource
Managers
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Resource
Managers

Resource
Managers
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Resource
Managers

Fault tolerance
Pre-emption
Elasticity

Example 1.

SQL /
MapReduce

01100| 01100]
10010 10010
00101 00101
01100
10010
00101
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Session 2

Example 2:

\VEdallal=
learning

Example 3:

Graph
processing
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REEF

REEF (Retainable Evaluator Execution Framework) is
a scale-out computing fabric that eases the
development of Big Data applications on top of
resource managers such as Apache YARN and Mesos.
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REEF Stack

= Common building blocks for heterogeneous Big Data
applications - reusable control and data planes

= Virtualization of resource managers

= Container reuse, retained state across tasks from
heterogeneous frameworks

= Simple configuration management and scalable event handling

A Deployment Scenario

Spatial
Spatial LS Spatial Spatial
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REEF Control
Flow 1111°%

0%
_

===§§=======

Retaining
Evaluators
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Control Flow Take-Away

Fasy to reason about

Centralized control flow
Evaluator allocation & configuration
Task configuration & submission

Centralized error handling
Task exceptions are thrown at the Driver

Evaluator failure is reported to the
Driver

Scalable

Event-Based Programming
Driver fires requests as events to REEF
REEF fires events to the Driver

Mostly stateless design
REEF maintains minimal state

Majority of the state keeping (e.g. work
queues) is maintained by the Driver.

Wake: Events +
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State of receiving process is unknown to
the configuring process

Configuration here is pure data
2> Early static and dynamic checks

cmdin=
ShellTask
Task
YarnEvaluator
Evaluator

(15.)

Data Plane Libraries

Storage: Map, Spool, ...

Network: Identity-based communication,
Group communication, ..

State management: Checkpoint
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Interactive Distributed Shell
(Evaluator Reuse)

30 -
—-1 8 64
10 H Number of __ -
'. Evaluators 2 16 128

DR 4 32 - 256
)
S
|_

I I ] 1
1 5 10 15 20
Subsequent commands

Running time (s)

k-means
(Evaluator Reuse and Retained State)

5000
4706.238

4500
4000
3500
3000

92x Speedup

2500

REEF Mahout
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Surf: In-Memory Store for Big Data
Analytics (SNU, SKT)

Computation Frameworks:
Hadoop MapReduce, Hive, Spark, etc.

In-memory distributed
caching tier on REEF Surf @
— Flexible configuration "4LLookupmhe AR RN

f Ii i \ Iocatinn Ve | \,

ot policies . [ Tasks\ \ \
— Elasticity =N B ?
:IJ BES |

- Easy read access across Incream;\

Policies Driver capacity j /

frameworks and base , S
file systems

| Decide replication
7/

Base FS: o{;w O 0

HDFS, $3, etc.

Elastic Machine Learning (MS, SNU)

Elastic group
communication in REEF

— Elastically add/remove = Thoneiaio BGD

nodes — Elastic BGD
— Fault-awareness
. 0 5 10 15
A new breed of elastic Time (min.)
Machine Learning
algorithms
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Other Developments

Data movement abstraction
Graph processing
Stream processing

New applications on REEF

THANK YOU!

Contact

Byung-Gon Chun bgchun@snu.ac.kr

Apache incubator project announcement
http://cmslab.snu.ac.kr/2014/08/15/reef-is-an-apache-incubator-project/
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Spatial Big Data Applications

. Big Data for Future Energy and Urban
Infrastructures—Challenges and Opportunities

: Budhendra Bhaduri

(Director of Geographic Information
Technologies Research Center, Oak Ridge
National Lab, USA)

. Applications of Micro Geo Data for
Urban Monitoring

: Yuki Akiyama

(Research Fellow, Univ. of Tokyo, Japan)

. How to use Big Data in LH
: Yeon—Gurl Cho

(Vice Director of Spatial Information Division,
Korea Land & Housing Corporation)






Big Data for Future Energy and Urban Infrastructures
- Challenges and Opportunities

(Director of Gaographic Information  Tedhnologies Research Center, Qak Ridoe National Lab, USA)

Abstract

In this rapidly urbanizing world, unprecedented rate of population growth is not only
mirrored by increasing demand of energy, food, water, and other natural resources, but has
detrimental impacts on environmental and human security. Much of our scientific and
technological focus has been to ensure sustainable future with healthy people living on a
healthy planet where energy, environment, and mobility interests are simultaneously optimized.
Ability to observe and measure through direct instrumentation of our environment and
infrastructures from buildings to planet scale, coupled with explosion of data from citizen
sensors brings much promise for capturing the social/behavioral dimension and provides a
unique opportunity to manage and increase efficiencies of existing built environments as well
as design a more sustainable future. As a spatial research community, we must explore the
intriguing developments in the world of Big Data and plausible ways citizens can all become

part of the open data economy for advancing science and society.

1. Introduction

Under the current global concerns of energy scarcity and climate change, there is
increasing realization that a transition from the current petroleum—dependent US society to
one fueled by alternative clean energy sources, more efficient vehicles, and a more efficient
transportation network is required for a prosperous sustainable future. In order to reduce
fossil fuel dependence, environmental impacts, and congestion, a number of alternative energy
supply, distribution, and end—use transportation systems, technologies and policies are presently
being explored. These include conventional hybrid vehicles, Plug—in Hybrid Electric Vehicles
(PHEVs), increased wusage of biofuels, and IntelliDrive. Ideally, development and
implementation of future strategies for alternative energy resources and technologies will assure
a societal system in which energy, environment, and mobility interests are simultaneously
optimized. Given the complex, intertwined nature of such system across geographic scales,
assessing the effectiveness of possible planning strategies and discovering their unanticipated
and unintended consequences require modeling and simulation utilizing finest resolution data,
physical and social processes, and observing the emerging behavior of the system over large

spatial and temporal scales.
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2. Big spatial data challenge

A critical challenge has emerged from the explosion of observational and simulation
data. The amount of visual and image data are increasing at the rate of terabytes to petabytes
of data a day with the progress in earth observing satellite, airborne, and ground based
remote sensing technologies. Scientific data is also being generated at an enormous rate due to
climate, chemistry, biology, and nanotechnology. Earth observation (geospatial) and simulated
(such as climate model derived) data are the harbinger of massive data inundation of the
future. Clearly the success of scientific advancement and discovery will be strongly impacted
by our capabilities in storing, analyzing, and creating meaningful information from the
enormous databases with in a potentially useful time frame. Although the progress of
individual processor speed, cache performance, and graphics capability has been impressive, it
has not been adequate to match the growth of available spatial data. This problem has been
compounded by the drive towards real-time applications that require split—second response
times to analysis on large and dynamic datasets (Xiong and Marble, 1996). The essence of
this proposal is to address plausible high performance computational strategies for analyzing
spatial geospatial data flow to provide accurate multi—sensor data analysis and registration for

scientific, economic and policy analysis.

Today, spatial data have become an integral part of the decision making process in
planning, policy, and operational missions for government agencies from local to national to
global scales. Technological advancement resulting in both cost and time efficiency has
prompted an explosion in the volume of spatial data that are being collected from remote
sensors and developed from ground—based surveys (for example, high resolution imagery data
from the Tennessee Base Mapping Program will exceed 3 terabytes (TB), and is only expected
to multiply as the data are updated periodically). The data volume have been compounded by
the generation of simulated data from high performance physical, chemical, and biological

models and real-.time data fluxes from in—situ sensor networks.

For time critical missions, high volume data and analysis must be provided on
demand for addressing natural disasters (including floods, tornadoes, hurricanes, wildfires,
diseases, and earthquakes) and deliberate attacks (including terrorist events, riots, and
conventional warfare). To be effective the system must allow data inputs, access to a set
of near—line simulation models, and visualization of observation and simulation data in real
to near—real time. The simulation models will include those for hydrologic flow or runoff for
floods and water—borne toxins, meso—scale weather simulations, wildfire, atmospheric
dispersion model, transportation, epidemiological, interferometric SAR and GPS networks for
earthquake, etc. The inputs of all of these diverse sets of data, models, and visualization
environments will be geographically dispersed and must be linked through high performance

networks to form an integrated presentation environment.
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3. Participatory sensing and development of spatial data

Geographic data, describing objects and events, have been a fundamental component
of scientific experiments and more importantly, in model calibration, verification, and
validation for both physical and social sciences. The value of geospatial visualization of our
environment and the increasing use of Geographic Information Systems (GIS) have also been
well recognized and consequently spatial data have become critical to successfully addressing
key issues such as good governance, poverty reduction strategies, and prosperity in social,
economic, educational, and environmental health for government agencies from local to global
scales. This realization has been mirrored with an increasing trend in the development of
spatial data infrastructures by nations across local to state to national scales. Following the
trend of spatial data infrastructure development, recent evolutions and advancements in
geospatial and cyber technologies, combined with a population that is well informed and
interested in global issues such as energy and climate, have cultivated an environment in
which scientific research can potentially benefit significantly from the enormous volume of
data that can be provided by citizens. Since 2009, the Open Government Data initiative has
prompted a number of nations, including the United States and India, to commit to provide
open access to government agency databases including geospatial information. Open access to
non-sensitive government data may be perceived as an obligatory gesture to meet the general
expectation of the general public but it is well realized that there are much broader benefits
of empowering creative utilization of the open data for knowledge generation by academia,

industry, government agencies, and individual citizens.

The ever—increasing demand of geospatial information has lead to an unprecedented
rate of earth observation (geospatial) and simulated (such as climate model derived) data
generation; often at the scale of terabytes to petabytes a day. Clearly the success of scientific
advancement and discovery will be strongly impacted by our The critical challenge that faces
the research and operational communities is, to the first order, develop and demonstrate
capabilities in storing, analyzing, and creating meaningful information and applications from
the enormous databases within a potentially useful timeframe. Secondly, to understand and
assess the nature of geographic data produced by non-—traditional sources such as individual
citizens (also known as Volunteered Geographic Information or VGI) and its authenticity,
validity, uncertainty and applicability in the context of spatial data infrastructure and
sustainable development. Geographic Information Science (GIScience), including spatial
database technologies, spatio—temporal data mining, high performance geocomputation,
information retrieval, earth science informatics and knowledge discovery is a key area of

research that are trying to address these critical scientific and technological challenges.
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4. Role of Geographic Information Systems

Traditionally, Geographic Information Systems (GIS) have been developed to address
this data integration, analysis, and visualization issue. Past investments have only focused on
developing spatial data infrastructures along with tools that are suitable for mega—scale data
at best within desktop applications. In general, GIS functions are both involve intensive
computing and I/O. However, recent research has focused much more on the former than the
later (Healy et al.,, 1998). Complex data structures (raster and vector), with varying numbers
of variable length data records spanning across linked files is typical in a GIS. Serial
processing has been preferred over parallel to minimize large data pre—processing tasks. For
these range of issues, ranging from database management to applied computational geometry,
the task of developing a fully functional GIS in parallel environment has been daunting.
However, advances in high performance computing provide ways to efficiently fill the research

gaps and address utilization and user access of terascale data in a GIS.
5. Data driven knowledge discovery

For knowledge discovery, characterization of the interaction between the human
dynamics and transportation infrastructure is essential and requires integration of three distinct
components, namely, data, models and computation. Recently, few models have started
addressing the human dynamics of physical and social systems. However, none has been able
to successfully integrate both the physical as well as behavioral aspects. Previous research,
involving purely analytical techniques to simulations capturing microbehavior, has investigated
questions and scenarios regarding the relationships among energy, emissions, air quality, and
transportation. Primary limitations of past attempts have been availability of high resolution
input data, useful “energy and behavior focused” models, validation data, and adequate
computational capability that allows adequate understanding of the interdependencies of our
transportation system. Progress has largely been limited by computational challenges necessary
for accommodating the required high resolution along spatial, temporal and behavioral
dimensions. This dimension is essential to characterize the interplay and interdependencies
between (transportation) technologies and societal features that are likely to: (i) have an
impact on the success of future technologies and (i) be overlooked by current approaches of
modeling at aggregated scales. To judiciously evaluate the impacts of multiple transformational
mobility/energy/environment optimization strategies there is a clear need to create a modeling
and simulation framework of regional transportation processes with high resolution geographic,
demographic, socio—. economic data and behavioral characteristics. A limited number of
parallel simulators exist today that scale efficiently to exploit high—performance computing
platforms, can accommodate challenging combinations of large spatial regions (county and/or
state level), fine time advances (minute by minute, for example) along long periods

(weeks/months), and fine behaviors (e.g., individualized trip effects, vehicle emission effects,
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group event effects, traffic controller induced congestion effects, etc.). Development of
memory—full, non-linear fine—grained behaviors at the level of individual persons and fine
process controllers, for a million or more individuals and/or physical devices, requires
unprecedented support of power and efficiency from the underlying parallel simulation engines.
To judiciously evaluate the impacts of multiple transformational mobility/energy/environment
optimization strategies there is a clear need to create a modeling and simulation system of
regional transportation processes with high resolution geographic, demographic, socio—

economic data and behavioral characteristics.
6. Urban mobility and energy: A case study

At Oak Ridge National Laboratory (ORNL), we are combining the strengths of
geospatial data sciences, high performance simulations, transportation planning, and vehicle
and energy technology development to design and develop a national knowledge discovery
framework to assist decision makers at all levels — local, state, regional, and federal. We
have developed a modeling approach based on an individual consumer choice model that
includes various socioeconomic variables defining sets of static and dynamic input to the
model. Particular consideration was given to national data availability and scalability. This
modeling and simulation capability allows national simulation of technology penetrations and
their impact on climate (CO2 emission) and electric energy infrastructures. In this spatially
explicit model, we developed two novel concepts: a household synthesis model and a
simulation of social diffusion of technology adoption using spatial proximity as one of the
driving functions. The household synthesis model focused on investigating and developing a
dependence—preserving approach in synthesizing household characteristics to support the
activity—based traffic demand modeling. For the latter, the simple assumption was made that
increasing exposure and awareness of new technology (alternative cars) with and without
communication with spatial neighbors (for residents) and colleagues (at work) may provide a
positive and a negative impact on potential adaptors. Thus the simulation includes a flexible
way to stipulate a distance threshold, which increases or decreases the likelilhood of an
individual adoption choice. The geographic scalability essentially describes the spatial extent of
a particular phenomenon, in this case, the activities of a county’s population, which in turn
defines the volume and complexity of the data included in the simulation. Results from the
simulation of Knox County, based on a 10% increase in first year PHEV adoption, shows
that targeted adoption for families with annual income of $60K and higher could impact 30%

more vehicle miles traveled.
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Abstract

Recently, various micro disaggregated data with spatially and temporally high resolution are
being available which have high processability, for example detailed digital maps, mass person
flow data and mobile census based on mobile phone GPS, and web information. We call such
kind of big data the “Micro Geo Data (MGD)”. MGD have not been studied and have not
used adequately even in academic research fields. On the other hand, specs of commercially
available computers are improving, high—capacity hard disc drives are becoming widely used
and high—performance GIS software and many kinds of open GIS software are being available
these days. In addition, many kinds of MGD are being opened to the public by some
Japanese local governments or being commercialized by private companies. Because of this
situation, studies and utilizations of MGD enable to develop new research fields and to realize
new researches which were physically impossible previously. It is widely expected to develop
new research fields which could not realize by previous studies by proper utilization of MGD.
Therefore, this paper introduces various MGD to be on the verge of becoming possible to be
available in Japan and our studies to use MGD and to develop new MGD for urban
monitoring. This paper introduces studies to monitor various phenomenons in macro scale
areas i.e. broad urban areas or national land of Japan using many kinds of MGD, e.g.
time—series detailed maps and telephone directory, web information, and mass person flow
data, and so on. In addition, this paper also introduces our ongoing studies to develop new
MGD and visualize MGD. It is expected that MGD become widespread and become widely
used in various fields, e.g. academic researches, operations by local government or business
activities by private company. Researchers should catch up methods of handing and utilization
of such new spatial and temporal data and statistics and prepare to be able to accept
requests from the world. For this request, we should acquire and share broad—based
knowledge of researches and operations to utilize MGD today or that have future availability
of MGD.

Keywords— Micro geo data (MGD), Big data, Urban monitoring, Time-series data,

Visualization
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1. INTRODUCTION

Rencently, performance of computers and their peripheral devices is improving, their
prices are reducing and internet environment are developing rapidly. We are accessible for
high resolution digital maps and satellite images which used to be utilized by some researchers
and strategists because of them. In addition, person flow big data have received a lot of
attention in recent years e.g. person flow data collected by mobile phone GPS and mobile
statistics developed by them. Furthermore an enormous amount of information is being
accumulated on the web every day.

Because of this situation, an enormous amount of information, i.e. the “Big data” is
becoming accessible for us today. In Japan, many attempts to use various big data in
meaningful ways have started in various fields of industry, government and academia. In the
case of fields of urban and regional analysis, it is expected to flourish researches to utilize
geospatial and geotemporal big data, i.e. the “Micro Geo Data (MGD)” in the near future. It
is on the verge of becoming possible to acquire large quantity of disaggregated
spatio—temporal data and realize detailed urban and regional monitoring by adequate
acquisition and processing of MGD. - This paper introduces study cases related to urban
monitoring to use MGD in Japan. In addition, it introduces new visualization tool of MGD.

Finally, we introduce challenges of MGD utilization.

2. URBAN MONITORING USING MGD

2.1 Micro scale time—series changes in Urban area — Visualization of time—series

changes of all shops and offices

Micro scale time—series changes, i.e. time—series changes of each shop and office are
interesting information for understanding of urban transformation. In Japan, it can be
monitored using digital telephone directory. Digital telephone directory is digitized data of
telephone  directory throughout Japan. Japanese telephone directory contains detailed
information of each shop and office, e.g. shop and office name, their business categories and
detailed locations: their addresses and occupied floors and room numbers. In addition, we can
monitor time-series changes of each shop and office, i.e. continuation, change, emergence and
demolition of them between two different years using them in two different years (Akiyama et
al. [1D.

Fig. 1 shows a visualized result of time—series changes of each shop and office to
integrate all shops and offices spatially of telephone directory in 2003 and 2008 and to
identify their names automatically. In addition, activity of time—series changes of all shops and
offices can be quantified and visualized to aggregate this data as shown in Fig. 2. Changed

rate of shops and offices are defined by the method as shown in Fig. 3 and briskness of
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commercial activity is visualized. This data can be updated frequently because Japanese
telephone directories are updated every 2 months. Time-—series changes of every shops and
offices in arbitrary area and in arbitrary two different years can be monitored with

high—frequency updating.

2.2 Mass person flow data

Many previous studies monitored dynamic population and number of visitors in
specific commercial areas or facilities in urban areas by field survey and questionnaire survey
commonly. Information accumulated these method have relatively high reliability. However, it
is difficult to conduct same kind of surveys frequently in broad area because of large amount
of labor and time for these methods of survey.

For this problem, extensive questionnaire surveys called the “Person trip survey” have
been conducted in Japan by Japanese government. This survey collected personal attributes,
e.g. age, gender, their home and work locations and their visiting locations and transportation
devices of randomly—selected persons in one day. In the case of latest person trip survey in
the Greater Tokyo
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Fig. 1 3D Time-serics changes of shopsnd offices
between 2003 and 2008 in the Tokyo metropolitan area
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Fig. 2 Changed rate of shops and offlces in the center of Tokyo
between 2003 and 2008 accumulated by 500m square grid
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What is the “Changed rate”?

It means the ratio of the number of changed Time-series changes
shops and offices between 2003 and 2008 to between 2003 and2008
the number of all shops and offices in 2008 in
each grid.
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- @ Change
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Fig. 3 Definition of the changed rate

Region in 2008, person trip information of about 340 thousands households was collected. In
addition, person distributions can be estimated in arbitrary time i.e. every 1 minute in one
day by spatial interpolation of route using detailed road and railway network data. This data
is called the “People flow data” [2]. Fig. 4 shows people distribution with transportation
modes in AM8:00, 2008 by the people flow data.

Furthermore, utilization of mobile phone GPS data has received attention in recent
years. Some studies have already tried to monitor person flows in broad area using location
data collected from GPS devices. In addition, mass person flows are being able to monitored
everyday throughout Japan using mass GPS data collected by mobile phone applications with
permission to use them from mobile phone users (Sekimoto et al. [3]).

Mass GPS data can monitor areas where persons stayed in arbitrary times and areas.
Fig. 5 shows estimated number of visitors in each commercial area in the center of Tokyo to
integrate staying areas extracted from annual mobile phone GPS data in 2012 with the
Commercial accumulation statistics which is introduced below (Akiyama et al. [4]). Fig. 6
shows estimated average time-—series number of visitors at some main commercial areas in
Tokyo in weekday and the weekend. Same kind of result in specific day can be developed. In
the future, we plan to analysis relation between the number of visitors in commercial areas

with effects of weather, accidents and events, and so on.

2.3 Gathering of shop and office information from the Web

Web API service is the API to use web services. Main search engines e.g. Google,
Yahoo, map search services e.g. Google maps, Bing maps and various websites of companies
introduce this service. Using this system, we can gather search results by search engines, maps
in arbitrary areas, merchandise information and shop information, and so on. Fig. 7 shows a
map to integrate digital map with shop information gathered from the Hotpepepr API. The
Hotpepper is one of the most popular portal sites about gourmet in Japan. Though collectable

number of shops by the API is less than telephone directory or digital maps, this data is
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fresher and contains richer information e.g. the number of seats, the availability of parking,

business hours, and so on than them.

Furthermore, we can gather fruitful information about shops to analyze information of
web sites searched by search engines. Fig. 8 shows an example to gather business hours of
each shop to gather related websites by an API service of search engine and analyze their

html (Okamoto et al. [5]). Search phrases are name and address of each shop collected from

digital telephone directory. In addition, Fig. 9 shows time-

series change of open shop

distributions in the center of Tokyo. We can monitor daily dynamic changes of Tokyo to

collect business hours of about 500 thousands shops.
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2.4 Detection of the “hot area” using search results by search engines

The number of hit by specific search phrase can be gathered using API services of
search engines. It is expected that areas or shops which are searched by web search engines
frequently are popular in reality space where have attracted attention in recent years and
gather many people. We call such area the “Hot area”. Fig. 10 shows distributions of hot
areas in Setagaya Ward, Tokyo based on this hypothesis (Akiyama et al. [6]). First, shop
names and addresses in Setagaya Ward were collected from digital telephone directory.
Second, numbers of hit of each shop were collected by API of a search engine based on each
name and address. Finally, numbers of hit of each shop were accumulated into 250m square
grids. Areas where height of grid is large were searched many times. In addition, areas where
the number of hits per shop was large are colored orange to red. If these both values are

large, the area is the hot area.
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Fig. 9 Time—series distribution map of open shops in the city center of Tokyo

3. DEVELOPMENT OF NEW MGD

3.1 Commercial accumulation statistics

22:00

22:00:00

in 2012

C i

It is very interesting research subjects to develop new MGD to be helpful in urban

monitoring. The “Commercial accumulation statistics” is such a new MGD.

The commercial accumulation statistics is the polygon data to be able to monitor

locations of commercial area throughout Japan (Akiyama et al. [7]). It is the first data in

Japan to be able to monitor not only locations of commercial areas but also their spatial

extent. In addition, the data can monitor the number of shops on each business category, the

rate of chain shops, areas, and so on of each commercial area.
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The commercial accumulation statistics was developed using location data of shops
and offices collected from digital telephone directories. First, shop and office data to construct
commercial areas are selected from telephone directories and point data of shop and office are
developed. Second, buffer polygons which construct commercial areas are created by our
original spatial processing from each shop and office points. Finally, polygons which express
spatial extents of commercial area were developed to integrate with overlapping buffer
polygons. This method realizes to develop buffer polygons of commercial accumulations which
their locations and spatial extent are similar to our actual feeling to calculate average
distances between each shop in each commercial area automatically. We have already realized
to develop this data throughout Japan as shown in Fig 12 to apply this method to Japanese
telephone directory which contains about 10 million shops and offices.

We can monitor actual states and time—series changes of commercial accumulations
from various viewpoints to use this data. For example, Fig 11 shows a map to overlay
polygon data of commercial accumulations in 2007 and 2011 in Aomori city, Japan. Aomori
city is a local city with approximately 300 thousand populations in northeastern part of
Japan. We can find some depressed and emerging commercial areas in outskirts. On the other
hand, there are some depressed commercial areas in the city center of Aomori city i.e.
districts in front of Aomori terminal.

This data has already been utilized in some studies and it is provided from the
JoRAS: Joint Research Application System by CSIS: Center for Spatial Information Science,
the University of Tokyo for research aims. In addition, this data was commercialized as

marketing contents from a joint research company [8].
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Fig. 10 Detection of hot areas based on numbers of hit of each shop collected

by an API service of search engine (in the case of Setagaya Ward, Tokyo in 2009)
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In Japan, the population census has been used for monitoring distribution and
movement of population. However, it is difficult to monitor detailed distribution of population
because spatial units of open population census are lkm or 500m square grids or
administrative unit, ie. city, ward, town and village. In addition, there is a problem that
population is evenly—distributed even in areas where population is eccentrically-located to
aggregate into grid or administrative unit. Recently, there is a needed for detailed information
about population distribution with high reliability in the fields of regional analysis for disaster
management, traffic planning, pinpoint marketing, and so on. In spite of this situation, these
limitations are highly influential for theme aims.

Therefore, we developed the “Micro population census” which is estimated distribution
data of household and resident of Japan (Akiyama et al. [9]). This data realized to distribute
information about household and resident from some charts of the population census in
locations where households are located collected from detailed digital maps of Japan by
combination with other various statistics. This data is sort of the “artificially disaggregated
population census” and new population census which can be aggregated into arbitrary spatial
unit. Even though disaggregated points of this data do not necessarily coincide with actual
states, actual states of population can be reproduced to integrate the data into spatial units
e.g. city blocks or grids. Fig. 13 shows disaggregated micro population census and aggregated
result by city blocks. In addition, Fig. 14 shows the aging rate aggregated into 250m square
grid. This data have been also used some researches and we also use this data to estimate
human suffering by heavy earthquakes throughout Japan (Akiyama et al. [10]; Ogawa et al.
[11D).

3. VISUALIZATION OF MGD

MGD is new big data with high resolution spatially and temporary. Therefore, it is
difficult to visualize and analyze MGD using existing GIS software. Visualization and analysis
of person flow data is especially major problem because such kind of data are constructed by
huge number of staying and flowing points of each person. The person flow data in this
paper are enormous number of GPS data from mobile phones which are becoming available
recently, SNS data with geo tags and the person trip survey, and so on. The person trip
survey is massive questionnaire survey for randomized households to monitor people flow and
stay in major metropolitan area of Japan.

Person flow data are constructed by stay and flow locations and times of each
person. They are visualized by common existing GIS software “statically”. However, there are
few GIS software to be able to visualize “dynamically” and analysis them spatio—temporally.
Previously, we needed to develop dedicated applications for efficient processing of time—series

spatial data e.g. visualization of person movement locus, detection of events.

112



Household
(persons)

| City block
population

0

0-249
250-499
500-999
1000-1999
2000~

Fig. 13 Dsaggregated micro poulaton census and aggregated result

Therefore, new GIS software called the “Mobmap” is being developed for the purpose
of visualization and analysis of person flow data (Ueyama. [12]). Fig. 15 shows a screen shot
of animations of time—series person flows on digital map using the Mobmap. A person flow
data in this figure is the “SNS-based People Flow Data” (Nightley, Inc. [13]). It is realized
that locations of persons collected from SNS data with geotag are interpolated simply by their
moving paths. By using this function, the Mobmap can capture and count persons who pass
certain road and move in and out certain area. In addition, various functions of spatial
analysis are being developing and implemented to the Mobmap. There are being some efforts

to make it easier for someone to visualize and analysis of MGD than before in this way.
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Fig. 15 Screen shot of animations of SNS—based time—series person flows

in Tokyo by the Mobmap

5. CONCLUSION

Recently, various methods for urban monitoring using MGD are coming true. In
addition, high-resolution big data with locations and times throughout Japan or world,
namely “MGD” are being accumulated and updated every day which is almost impossible to
accumulate and handle before. We think utilization of MGD will became one of the
important technologies in the field of urban monitoring and analysis in the near future.
Researchers in these fields should acquire techniques and knowledge to handle and interpret
MGD for such a future.

On the other hand, it is believed that there is information which cannot be explained
adequately only from data or information which can be collect by field surveys even though
various MGD are available. Therefore, it is considered that researchers will be required to
acquire techniques and sense to use MGD and field data property or to integrate them.

In Japan, now is the stage to finally start full-scale utilization and application of
MGD as this paper introduces. We think that we should discuss more fruitful methods for
utilization of MGD to improving the world than now with researchers and experts in various

fields. We therefore launched the “Micro Geo Data Forum” for this aim and are
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accumulating, developing and promoting MGD [14]. If you are interested in this activity or

MGD introduced in this paper, please contact the author.
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SENTATION FLOW
1. About LH

2. About the ‘Happy Housing’

3. How to use Big Data in LH

(1) Why do LH use Big Data for analysis?

(2) LH Big Data summary

(3) Comparison analysis

(4) Improvements

(5) The class segmentation of the ‘Happy housing’
(b) The distribution of each class

(') Modification

(8) Conclusion(Example)

« About LH

» LHis.....

LAND & HOUSING CORPORATION

* LH, g state—-owned enterprise, was founded with a vision of
providing affordable and guality public housing—the key to national
happiness—and leading efficient land development in order to enrich
the lives and living conditions of Korea people.

-To develop housing land, new towns, Multi-functional Administrative City and so on

-To develop industrial and logistics complexes(ex. Kaesong Industrial complex) and overseas land

-To perform land reserve and 1ent, rental housing manag & land and housing informatization
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« About the ‘Happy Housing’

the 'Happy Housing'

»—- the 'Happy Housing',

a form of constructed
rental housing by LH
for the class of newly
married couple, university
student and someone
who is just starting out

in a career etc.

 how to use Big Data in LH

WhY do LH use Big Data for analysis?

Why---BigData

Big Datag can show the way to solve the problems
more efficiently based on large and various data.

This anaglysis is made for
more efficient decision making

in ‘Happy Housing project’

than before.
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* how to use Big Data in LH

» What : The demand analysis of the ‘Happy Housing’

by class and that of the spatial visualization

» Why : More efficient demand analysis for

business prioritization of the Happy Housing’

» How : Convergence of governmental and social data

 how to use Big Data in LH

p Comparison analysis

before

after

Small data

Volume of data No convergence of data

Big data
Convergence of data

Latest data Mostly past data

s Inside data
Origin ofdata (Governmental data)
Method of

. . . Sampling method
investigation pers

Latest data

Including outside data
(Social data)

Total inspection method

Standard of
probe region Address

Including real residence
(Modification : from address
to real residence by
communication data)
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* how to use Big Data in LH

» What are improvements?

P Improvement of analysis daccuracy
P Various and speedy analysis

P More accurate demand estimate method

* how to use Big Data in LH

’ The class segmentation to meet

the requirements of the ‘Happy Housing’

someone
newly who is
university magrried just Low=income Senior
student couple starting group citizen
out in households

a cgareer
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 o* how to use Big Data in LH

|2 == e e

Distribution

» The distribution
of university student
around the Capital

areaqa

e

~ * how to use Big Data in LH

|2 = e e

Distribution

» The distribution
of newly married
couple around

the Capital area
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 o* how to use Big Data in LH

|2 == e e

Distribution

» The distribution

of someone who is
Jjust starting out
in a career around

the Capital area

e

~ * how to use Big Data in LH

|2 = e e

Distribution

P The distribution
of Low—income group
around the Capital

area
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Distribution

P The distribution

of Senior citizen
households around

the Capital area

how to use Big Data in LH

=
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Distribution

» The distribution

of all classes
around the

Capital area
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= how to use Big Data in LH

Modification

»Modification
(From address
to real residence
by communication
data)

[Real residence of people that their address is "JAMSIL BONDONG"]

e

= how _to use Big Data in LH

Conclusion (Example)

» Real demand estimate in ‘Gaja business

district” and ‘capital area’

’ YA ST 150688
.| BB 176
MOET: 14036%
ORZP: 166968
AT 206358
FEEP: 19195%
B 116368
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Beginning of All Values

Thank you
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